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Abstract

This study is presented against the background that climate warming is predicted to continue in much of the Arctic through the next century and that small greenhouse chambers have been used widely to warm tundra communities in order to forecast climate-related changes. It reports results from up to 8 years of experimental warming with ~1 m² open-top chambers (OTCs) at four tundra communities near Barrow (71°18'N, 156°40'W) and Atqasuk (70°29'N, 157°25'W) in northern Alaska. Between 1994 and 2002 the OTCs increased the mean growing season air temperature by between 0.6 and 2.2°C, depending on the site and year. The change in average July soil temperature recorded over 3 years at 10 cm depth due to the OTCs varied between ~0.8 and 0.7°C, depending on the site. Changes in soil temperature did not result in detectable differences in thaw depth at any site. This is interpreted to be the result of the small size of the OTCs and possibly changes in vegetation. The differences in warming profiles between sites are important for the biological interpretation of manipulative warming experiments. These profiles also illustrate that vertical heat exchange varies according to plant community type and that this may be an important consideration as the region undergoes climatic change.

Introduction

Concerns about the regional impacts of climatic change have motivated an increased focus on the relationship between species and ecosystem structure and function and temperature over the past decade (IPCC, 2001a; Root et al., 2003). Most attention to date has been given to climate warming, due to the significance of increased temperature on many biological processes (Long and Woodward, 1988; Minorsky, 2002) and the increase in temperature being experienced globally (IPCC, 2001b).

There are now many groups of researchers experimentally warming plant and animal communities to forecast change. The most prominent of these include the International Tundra Experiment (ITEX, see Henry and Molau, 1997; Arti et al., 1999; Hollister et al., 2005a; Walker et al., 2006), and the Global Change and Terrestrial Ecosystem Network of Experimental Warming Studies (GCTE-NEWS, see Shaver et al., 2000; Rustad et al., 2001). Warming experiments are now prevalent in many community types but are greatest in number (over 30 in ITEX alone, Hollister, 2003) and of longest duration (e.g., over 20 yr, Chapin et al., 1995; Chapin and Shaver, 1996) in tundra environments. This is partly because the Arctic is predicted to warm more than other regions of the world (IPCC, 2001a) and tundra communities are believed to be vulnerable to changes in temperature (Bliss et al., 1973; Everett and Fitzharris, 1998). At this writing, at least 70 published papers have reported vegetation change resulting from small (generally ~1 m²) warming manipulations in tundra systems (Hollister, 2003).

Passive warming experiments, which warm small patches of tundra, have been popular to date because of their effectiveness in remote tundra-dominated locations with extreme climates and where line power and other technical services are often limited. An undesirable characteristic of chamber-based warming is the limited ability to control the amount of temperature change, which has been criticized in some reviews (Debevec and MacLean, 1993; Kennedy, 1995a; Marion et al., 1997; Wookey and Robinson, 1997). In a review of several passive chamber designs, Marion et al. (1997) found that chambers warm the average daily temperature, increase the daily range of temperature, reduce canopy turbulence, lower incident radiation, and reduce relative humidity. Chambers were also found to have a variable effect on soil temperatures and may interfere with herbivory and pollination. Marion et al. (1997) detected no change in CO₂ concentration, soil moisture, or thaw depth. Marion et al. (1997) concluded that as the design of chambers became increasingly closed the warming potential of the chamber increased, as did the potential impact from unwanted experimental artifacts. For these reasons preference has been given to open-top chamber (OTCs) in most studies.

Owing to a lack of standardization, the reviews cited above (Debevec and MacLean, 1993; Kennedy, 1995a; Marion et al., 1997; Wookey and Robinson, 1997) were unable to unambiguously isolate the cause for the differences in response to chamber design or site characteristics. This paper describes and contrasts the long-term performance of OTCs at four study sites differing in location and tundra type, and emphasizes the response of soil temperature and thaw depth to experimental warming. The objective is to identify and describe the differences in performance of the same chamber design across sites.

The response of plant species to warming at these sites is reported elsewhere (Hollister and Webber, 2000; Hollister, 2003; Hollister et al., 2005a, 2005b). In warmed plots, canopy height has increased, there has been an increase in the growth of many vascular plant species (Hollister et al., 2005b), and an increase in the relative cover of graminoids or shrubs and a decrease in lichens or bryophytes (Hollister et al., 2005a). Although there has not been an increase in leaf area or above-ground biomass, there has been an increase in standing dead plant matter (Hollister, 2003).
Methods

EXPERIMENTAL DESIGN AND DATA COLLECTION

Study sites were established in wet and dry vegetation communities near Barrow (71°18′N, 156°40′W) and Atqasuk (70°29′N, 157°25′W) on the North Slope of Alaska (Fig. 1). A brief description of each site, with a key to abbreviations used in subsequent parts of this paper, is presented in Table 1. Each site contained 24 experimental plots and 24 control plots in which biotic measurements were made. Each site was established by choosing plots and randomly assigning the treatment factor: warming with the use of hexagonal OTCs constructed of Sun-Lite HPTM fiberglass (Solar Components Corporation, Manchester, New Hampshire). The transmittance of the fiberglass in the visible wavelengths is 86% and less than 5% in the infrared. The design of the 35 cm high chambers incorporates inward-sloping sides separated by 103 cm at the base and 60 cm at the top. The OTCs cover an area of approximately 1 m². Control plots were 1 m².

Chambers were installed soon after snowmelt and removed in mid- to late August at the end of each field season. The day of snowmelt was recorded for each plot when all snow within the plot had melted. In years when the site was not observed until after snowmelt due to logistic constraints involved in accessing sites, the date on which plots became snow free was estimated based on nearby soil temperatures. Owing to logistical constraints, 15 August was specified as the last day of a given field season. The growing season in this study, therefore, is defined as extending from the onset of snow-free conditions within the plots, until 15 August. This was reasonable for nearly all vegetative measurements because it occurred after growth had ceased (Tieszen, 1972; Johnson and Tieszen, 1976; Hollister et al., 2005b). Although it is somewhat early for measurement of active-layer thickness, increases late in the season are normally minor owing to the small increases in heat accumulation in late August and September and the square root relationship between thaw and heat accumulation.

Regional climate measurements, including temperature at screen height (2 m, 107 temperature probe), precipitation (35 cm height, TE525 tipping bucket rain gage), light intensity, and wind speed (35 cm height, 03001 wind sentry), were measured every 15 min, averaged or summed (for rain), and recorded every hour on Automatic Weather Stations (CR10X datalogger) at the dry heath sites at Barrow and Atqasuk. The sensor and logger specifications cited above refer to products from Campbell Scientific Inc., Logan, Utah, U.S.A. Light intensity was recorded every 10 to 20 min and averaged every hour with StowAway single-channel miniature dataloggers (Onset Computer Corporation, Pocasset, Massachusetts, U.S.A.). Correlations between the stations and the National Oceanic and Atmospheric Administration’s Climate Monitoring and Diagnostics Laboratory (NOAA/CMDL) in Barrow (Stone et al., 1996) were used to estimate temperature at screen height when the Campbell weather stations were not operational. A description of this analysis is provided in Hollister (2003). The regional climate measurements outlined above were only collected at the dry heath sites. The dry sites were within 500 m of the wet sites. Any reported differences between sites within a geographic region are attributable to differences in snowmelt timing and the subsequent differences in the length of growing season between sites.

Each growing season, plot-based temperature was measured in 5 to 10 of the 24 control/warmed plots. The plots in which temperature sensors were placed were determined randomly each year. At each site an additional two plots per treatment were established in 1998 to provide more detailed information about the effects of OTCs on air and soil microclimate. Data from these plots are referred to as “plot microclimate” hereafter whereas data from the subset of plots in which biotic measurements were made are referred to as “site temperature.”
Aerial sensors were housed in radiation shields placed within the plant canopy at approximately 13 cm above the ground and connected to HOBO® or StowAway™ loggers (Onset Computer Corporation, Pocasset, Massachusetts). Soil temperature was measured at depths of 0, 5, 10, 15, 30, and 45 cm using TP101M temperature probes (Measurement Research Corporation, Gig Harbor, Washington, U.S.A.) connected to Campbell Scientific CR10X dataloggers. Temperature was measured every 10 to 80 min.

Depth of thaw was measured at least once at the end of the growing season at each of the 24 plots per treatment where biotic measurements were made. Thaw depths were measured to the nearest cm by inserting a graduated metal rod into the ground until the frozen surface was reached.

**DATA ANALYSIS**

Reported temperatures were averaged per treatment and point in time. Thawing degree-days based on 0°C were totaled beginning on the day after snowmelt for each plot using hourly data and are henceforth referred to as $\text{TDD}_{\text{sm}}$. When no data were recorded within an hour (for recording intervals of greater than 1 h) or if the data were considered erroneous, the mean of measurements immediately before and after was used. When canopy height temperatures were not recorded, screen height temperatures for the region were used to estimate the missing data prior to calculating $\text{TDD}_{\text{sm}}$ (Hollister, 2003). Estimated values for erroneous measurements represented less than 5% of the data set. All plots within a treatment were then averaged to represent mean $\text{TDD}_{\text{sm}}$ per treatment and site on any given day for each year.

Indices of wind speed, solar intensity, and precipitation were calculated on a relative scale, based on daily conditions. Mean daily wind speed and light intensity were classified as “less than average,” “average,” and “above average.” Wind was classified as “average” if the average daily wind speed near the ground was between 2.4 and 3.9 m sec$^{-1}$. Light intensity was classified as “average sunny” if mean intensity from 0800 to 1600 h was between 3.40 and 3.55 lum m$^{-2}$. Precipitation was classified as “no rain,” “trace,” or “rainy.” The latter category was used whenever the daily accumulation totaled more than 1 mm. Rain was classified as trace if the daily sum was between 0 and 1 mm.

A variation of the Stefan solution for thaw depth (sensu Jumikis, 1977) was used to describe the relationship between temperature and thaw. Following Nelson and Outcalt (1987), a simplified version of the Stefan solution can be written in linear form as

$$Z_t = E C,$$

where $Z_t$ represents thaw depth, $E$ is an “edaphic term” representing soil thermal, textural, surface, and moisture properties, and $C$ is a “climatic term” defined as the square root of the thawing degree-day sum (DDT), measured at screen height and scaled to compatible units. The close dependence of end-of-season thaw depth on the square root of the thawing index facilitates treatment of thaw as a linear regression problem. The rate of thaw progression (i.e., the slope of the regression), therefore, is governed by the edaphic factor $E$, the characteristic values of which are associated with specific land cover.
classes. This approach has been used successfully in both boreal and tundra locations by Hinkel and Nicholas (1995), Nelson et al. (1997), Brown et al. (2000), Klene et al. (2001), and Shiklomanov and Nelson (2002). The latter two studies demonstrated that characteristic values of E for specific vegetation-soil associations are relatively stable on an interannual basis. Because TDD$_{sm}$, measured at canopy height, was considered in this study to be a better representation of microclimate than DDT, we used regressions of the form

**TABLE 2**

Average calendar day of OTC installation (set-up) and snowmelt and mean daily temperatures (°C) from installation until 15 August recorded at screen height (S, 2 m) and at canopy height (13 cm) over control (C) and experimentally warmed (W) plots from years 1994–2001 at each study site. Information in italics is estimated.

<table>
<thead>
<tr>
<th>Site</th>
<th>Dry Heath</th>
<th>Wet Meadow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year</td>
<td>Snowmelt</td>
<td>Set-up</td>
</tr>
<tr>
<td>Atqasuk</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1996</td>
<td>May 22</td>
<td>Jun 12</td>
</tr>
<tr>
<td>1997</td>
<td>Jun 09</td>
<td>Jun 18</td>
</tr>
<tr>
<td>1998</td>
<td>Jun 02</td>
<td>Jun 04</td>
</tr>
<tr>
<td>1999</td>
<td>Jun 09</td>
<td>Jun 09</td>
</tr>
<tr>
<td>2000</td>
<td>Jun 06</td>
<td>Jun 06</td>
</tr>
<tr>
<td>2001</td>
<td>Jun 04</td>
<td>Jun 04</td>
</tr>
<tr>
<td>Average</td>
<td>Jun 03</td>
<td>Jun 08</td>
</tr>
<tr>
<td>Barrow</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1994</td>
<td>Jun 15</td>
<td>Jun 20</td>
</tr>
<tr>
<td>1995</td>
<td>Jun 14</td>
<td>Jun 20</td>
</tr>
<tr>
<td>1996</td>
<td>May 30</td>
<td>Jun 01</td>
</tr>
<tr>
<td>1997</td>
<td>Jun 08</td>
<td>Jun 05</td>
</tr>
<tr>
<td>1998</td>
<td>Jun 03</td>
<td>Jun 03</td>
</tr>
<tr>
<td>1999</td>
<td>Jun 16</td>
<td>Jun 14</td>
</tr>
<tr>
<td>2000</td>
<td>Jun 12</td>
<td>Jun 09</td>
</tr>
<tr>
<td>2001</td>
<td>Jun 12</td>
<td>Jun 08</td>
</tr>
<tr>
<td>Average</td>
<td>Jun 09</td>
<td>Jun 10</td>
</tr>
</tbody>
</table>

— no data (prior to site establishment).

**FIGURE 2.** Thawing degree-day totals from snowmelt until 15 August (TDD$_{sm}$) measured at screen height (2 m) and canopy height (13 cm) over control and experimentally warmed plots at the four study sites during years 1994–2001. Error bars represent the maximum and minimum.
\[ Z_t = E \sqrt{(TDD_{sm})} \]  

(2)

to relate thaw depth to temperature.

End-of-season thaw depth was analyzed for treatment effect as a single factor repeated ANOVA using SAS (2000). The analyses were run separately for each site, and an overall analysis was run on all sites.

**Results**

**SITE TEMPERATURE**

The average date of snowmelt and growing season temperature was variable among sites, years, and treatments (Table 2). A three-factor ANOVA of the canopy height temperature data presented in Table 2 found site treatment and year to be significantly different \((P\) values of <0.001 for each factor). Recorded screen height growing season temperature at Atqasuk was, on average, between 3.8 and 5.2°C warmer than at Barrow depending on the year (1999–2001). Mean screen height growing season temperatures were up to 0.9°C warmer in the wet communities than in the dry communities within a region (Barrow or Atqasuk) due to later snowmelt at wet sites, and the measurement period therefore becoming biased to the warmer duration of the snow-free period. Mean growing season temperature at screen height was between 0.4 and 0.9°C lower than canopy height temperatures (except where temperatures were estimated). A two-factor ANOVA of the amount of experimental warming presented in Table 2 found site and year to be significantly different \((P\) values of <0.001 and 0.041, respectively). The average growing-season temperature at canopy height was between 0.6 and 2.2°C higher in the warmed plots than in control plots, depending on the site and year.

\( TDD_{sm} \) varied between 169 and 854, depending on site, year, height, and treatment (Fig. 2); the relative difference between sites, heights, and treatments was also variable between years. \( TDD_{sm} \) was higher at Atqasuk than at Barrow, higher in dry heath sites than in wet meadow sites, higher when measured at canopy height than at screen height, and higher in warmed plots than in control plots. Average growing season \( TDD_{sm} \), estimated at screen height at each site, was 569, 555, 243, and 227 for the AD, AW, BD, and BW sites, respectively. The average increase in \( TDD_{sm} \) when calculated at canopy height, rather than at screen height, at sites AD, AW, BD, and BW, was 11.5, 10.9, 22.9, and 20.5%, and the average difference between warmed and control plots was 15.5, 9.1, 36.8, and 34.4%, respectively.

**PLOT MICROCLIMATE**

Mean daily July temperature varied by day (Fig. 3). The overall pattern of above-ground temperatures was similar between sites within years. This was particularly true for control plots within a geographic region (Barrow or Atqasuk). Below-ground temperatures generally followed the seasonal above-ground progression, but the strength of the relationship lessened with increasing depth below ground surface. The relative effect of OTCs varied greatly by day, and the patterns were different between sites. The largest OTC warming at canopy height occurred during days that were sunny, had no rain, and were windy.

The mean July vertical temperature profile for 1999–2001 showed that the presence of the OTCs did not disrupt the normal sequence of the vertical temperature profile: average daily July temperature...
increased from screen height to the ground surface and decreased gradually with soil depth (Fig. 4). Mean minimum July air temperature was approximately the same regardless of height or treatment, and average July air temperature recorded over the control plots was approximately the same within geographic regions (Barrow and Atqasuk) and year. The largest differences between sites were temperature at the ground surface. The change in temperature with depth was variable between sites, treatments, and years. Most of the warming at canopy height within OTCs was due to increases in daily maximum temperatures. The warming effect of OTCs was generally greatest at canopy height or at the ground surface, and decreased with depth. The average difference between treatments in July soil temperature for years 1999–2001 at 10 cm depth was 0.6, 0.8, 0.3, and 0.7°C for the AD, AW, BD, and BW sites, respectively.

**THAW DEPTH**

Average thaw depth at the end of the growing season (Table 3) varied significantly between sites and years ($P$ value <0.001) but not between treatments ($P$ value = 0.567). The same results were obtained when analyses were run by site: interannual differences were significant ($P$ value <0.001) but differences between treatments were not ($P$ value: AD = 0.818, AW = 0.279, BD = 0.635, BW = 0.132). When the first two weeks of thaw depths were analyzed separately, there was no overall effect of treatment, but there was a significant interaction between treatment and site ($P$ value = 0.009). The $\sqrt{(TDD_{sm})}$ parameter was correlated with the progression of thaw depth at all four sites (Fig. 5). The correlation between thaw depth and $\sqrt{(TDD_{sm})}$ was strongest when analyzed by treatment. The slope of the line describing the relationship between thaw depth and $\sqrt{(TDD_{sm})}$, used to estimate the edaphic term E, varied by site. Within individual sites the slope was lower for the OTC plots relative to the control plots.

**Discussion**

OTC performance varied considerably in the different tundra communities studied. The amount of OTC warming was greatest for maximum daily temperatures and varied by day, leading to substantial differences between years. Differences in the amount of warming between sites were most pronounced at the soil surface and resulted in differences in the amount of soil warming. The large differences in warming at the soil surface should be viewed with caution because minor differences in microtopography and sensor placement have the potential to greatly influence soil surface temperature (Klene et al., 2001). Temperature at 10 cm depth, which is a more spatially integrative and robust measurement, also showed considerable variability in OTC soil warming. While other studies have also found differences in chamber soil warming between sites, the differences were small or the interpretation was confounded by differences in chamber design (Coulson et al., 1993; Wookey et al., 1993; Marion et al., 1997).

The vertical and temporal distribution of temperatures was similar to previously reported tundra studies (e.g., Corbet, 1972; Weller and Holmgren, 1974). Nearly all the observed differences in microenvironment between sites in a region occurred at the soil surface or below ground. Differences in the amount of OTC-induced soil warming emphasize the relative importance of factors other than air temperature, such as direct sunlight, which may also change with climate change. It is unclear, therefore, whether regional climate change will result in soil warming (Kennedy, 1997). The daily and annual differences are important to consider when accurately characterizing the air or soil temperature profiles (Myers and Pitelka, 1979). The variability in temperatures between days and years detected in this study confirms that long monitoring periods and use of multiple sensors are necessary to accurately access the potential range in near-surface temperatures for a given site (cf. Klene et al., 2001).
Differences in OTC soil warming between sites may be attributable to differences in plant cover and standing water, as well as to unintended influences by the chambers. Where plant cover was nearly complete in the BW site, ground surface temperatures were, on average, higher in the OTCs. Where plant cover was lower and there was exposed ground in the BD site, ground surface temperature in the OTCs was lower at the daily maximum, probably due to attenuation of direct sunlight by the chamber walls. The AD site also had bare ground, but the lighter color and high albedo of the sandy soils may have reduced the direct impact of radiative warming. At the AW site, the presence of the OTCs may have reduced absorption of solar radiation by the shallow standing water.

The dry heath sites thawed faster and more deeply than the wet meadow sites given the same amount of heating, as shown by the value of their edaphic term at these locations. The increased depth of thaw in the dry sites relative to the wet sites is consistent with the overall pattern for the region: owing to their high thermal conductivity and the lack of latent heat effects, dry coarse-grained soils generally experience relatively deep thaw. Thaw in this study’s wet sites, which are subject to periodic inundation and have thick insulating moss layers, is somewhat shallower than in its dry sites, but they are large relative to thaw depths recorded in other land cover types in the region (Nelson et al., 1998; Hinkel and Nelson, 2003). Results from this study are, therefore, consistent with those obtained in earlier work. The most likely reason why OTCs appear to have little to no effect on depth of thaw is the small size of the chambers, which has little influence on lateral heat exchange at depth. It is also possible that the taller plant canopy and increase in standing dead plant matter in the warmed plots

<table>
<thead>
<tr>
<th></th>
<th>AD</th>
<th>AW</th>
<th>BD</th>
<th>BW</th>
</tr>
</thead>
<tbody>
<tr>
<td>1994</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1995</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1996</td>
<td>99.5</td>
<td>101.8</td>
<td>89.4</td>
<td>87.5</td>
</tr>
<tr>
<td>1997</td>
<td>100.3</td>
<td>94.8</td>
<td>90.4</td>
<td>83.8</td>
</tr>
<tr>
<td>1998</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1999</td>
<td>114.9</td>
<td>116.3</td>
<td>95.4</td>
<td>90.8</td>
</tr>
<tr>
<td>2000</td>
<td>98.7</td>
<td>100.1</td>
<td>84.8</td>
<td>85.0</td>
</tr>
<tr>
<td>2001</td>
<td>84.5</td>
<td>82.9</td>
<td>73.8</td>
<td>67.7</td>
</tr>
<tr>
<td>Avg</td>
<td>99.6</td>
<td>99.2</td>
<td>86.8</td>
<td>83.0</td>
</tr>
</tbody>
</table>
may have also increased the thermal resistance of the vegetation layer. Although soil temperatures were changed inside the OTCs, the effect decreased rapidly with depth in a manner similar to other studies (Zhang and Welker, 1996; Marion et al., 1997). Under larger closed-top chambers, thaw depths have been shown to increase (Chapin et al., 1995; Bret-Harte et al., 2001). At all sites the edaphic term (E) for the OTC plots was lower than that of the control plots.

Amplification of the range of daily temperatures due to a disproportionate increase in daily maximum temperature, the reduction of wind, and the potential uncoupling of soil and air temperatures in the OTCs are generally considered inconsistent with climate-change forecasts (Kennedy, 1995a, 1995b; IPCC, 2001b). Experimental artifacts are not problems unique to OTC warming. Even mechanical heating devices such as soil heating cables (Hillier et al., 1994; Oberbauer et al., 1998) and infrared heaters (Nijjs et al., 2000) have drawbacks beyond the obvious financial costs and infrastructure maintenance. Such devices can provide a specified amount of warming, but may also create non-natural vertical temperature profiles and other unwanted experimental artifacts such as soil drying (Harte et al., 1995). The lack of complete experimental control and the accompanying artifacts are tradeoffs inherent to in situ field studies. As with all field studies, it is important to properly document and address any potential experimental artifacts.

The performance of a warming manipulation is of greatest interest when comparing the biological response of warming experiments. When making comparisons, it is important to recognize that the treatments themselves may have performed differently between sites and years. For example, based on the variable amount of OTC warming, one might predict that the response of plants would be least in the AW site and greatest in the BW site, and that all sites would have had the smallest response in 2000. The mechanisms contributing to observed biological response might also vary between sites. For example, because many researchers believe that below-ground processes leading to increased nutrient availability influence plant response to warming (Chapin, 1983; Wookey and Robinson, 1997; Shaver and Jonasson, 1999) and because the below-ground response to OTCs varied considerably between sites, the influence of below-ground processes on plant performance may vary between sites. Therefore, the interpretation of results from warming experiments is limited if the performance of the warming mechanism is not well documented.

The influence of regional warming on thaw depth is complicated by the influence of vegetation, which is also expected to change (Walker et al., 2003). Quantifying the potential negative feedbacks of the thermal resistance of changing vegetation on thaw depth is an important direction for future research. It is possible that changes in thaw depth and vegetation will act on different time scales and as a result may be out of phase during rapid regional warming events. It is our hope that studies such as this, that concurrently measure thaw depth and vegetation, will be able to address this and other issues to
present a holistic approach for furthering understanding how Arctic terrestrial ecosystems will respond to climate warming.
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