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Abstract

Lidder tributary in the Upper Indus Basin (UIB) of the Himalayas, an important source of surface and ground water, is experiencing clear indications of climate change. In the basin, minimum, maximum, and average temperatures are showing a significant increasing trend in all the four seasons. Precipitation is showing insignificant decrease over time in the basin. However, the proportion of snow is decreasing and correspondingly, the proportion of rains is increasing. The temperature projections also show increasing trends for the end of this century. The time-series analysis of the Normalized Difference Snow Index (NDSI) shows a depletion of the snow-cover in the region. Furthermore, during the past 51 years, the glacier area in the basin has decreased from 46.09 km² in 1962 to 33.43 km² in 2013, a depletion of 27.47%. As a result of glacier recession in the basin, the streamflow fed predominantly by snowmelt and glacier melt, is showing a statistically significant decline since the mid-1990s. The declining streamflows have potential to adversely affect agriculture, energy production, tourism, and even domestic water supplies. The Snowmelt Runoff Model (SRM) was tested for estimating the runoff from this glaciated basin on an operational basis. The average simulated runoff 11.94 m³ s⁻¹ at the outlet is in concordance with the average measured runoff 13.51 m³ s⁻¹ showing R² of 0.82. The model could thus be used for snowmelt runoff estimation, on an operational basis, for judicious utilization of the depleting water resources in the region.

Introduction

Changes in the hydrological processes brought about by climate change are intimately related with the future of power generation industry health and with tourism and have far-reaching implications for the human populations, land surface processes, and ecological processes. The recent developments in mountain hydrology, coupled with the availability of new tools and observation systems, have made it possible to assess and predict the hydrological processes under changing climate at a basin scale (Green and Pickering, 2009; Munro and Marozs-Wantuch, 2009; Lutz et al., 2014). Despite the tremendous importance of mountainous water resources (Chalise et al., 2003; Chen et al., 2014) and their sensitivity to climate change (Xu et al., 2004; Arora et al., 2008; Fowler and Archer, 2006; Archer and Fowler, 2008; Shekhar et al., 2010), very few studies have been carried out in the Upper Indus Basin (UIB) to understand and characterize the impacts of climate change on the water resources in the region (Archer and Fowler, 2004; Singh and Bengtsson, 2005; Kumar et al., 2006; Tahir et al., 2011; Biemans et al., 2013; Immerzeel et al., 2013; Lutz et al., 2014; Mukhopadhyay and Khan, 2014; Romshoo and Rashid, 2014).

Predicting the long-term climate change impacts on water resources using coupled hydrological and climate models is still a very intricate task (Nurmohamed et al., 2007). Nevertheless, a number of studies have been conducted to study the impacts of climate change on hydrological processes and water resources at global scale (Christensen et al., 2004; Nurmohamed et al., 2007; Falaschi et al., 2013; Sánchez-Bayo and Green, 2013) and at regional and local scales as well (Fowler and Archer, 2005; Immerzeel et al., 2009, 2012; Mukhopadhyay and Khan, 2014). The glacier area in the Himalayas has decreased significantly in recent years as a result of increasing temperatures (Barry, 2006; UNEP, 2010). Recent research has confirmed that, for many of these glaciers, the rate of recession is accelerating (Bajracharya et al., 2008), observed mostly from the recession of the glacier snouts and mass balance studies (Kurien and Munshi, 1972; Srikantha and Pandhi, 1972; Berthier et al., 2007; Bolch et al., 2008). There are forecasts that up to a quarter of the global mountain glacier mass could disappear by 2050 and up to half could be lost by 2100 (Oerlemans, 1994; IPCC, 2007). However, there are studies that suggest that central Karakoram Range is the largest of those few areas where glaciers are showing advance (Hewitt, 2005; Bhami et al., 2011; Tahir et al., 2011; Gardelle et al., 2012; Bahuguna et al., 2014). This dissimilarity in the glacier behavior indicates a climate change pattern in the Karakoram that differs from that in the central and eastern Himalaya (Fowler and Archer, 2006; Gardelle et al., 2012). The increase in winter precipitation since 1961 in the upper parts of the Karakoram glaciers and decrease in the summer temperature between 1961 and 2000 are regarded as the possible causes of glacier thickening in the Karakoram Range (Archer and Fowler, 2004; Fowler and Archer, 2006; Gardelle et al., 2012). Information on the spatial and temporal variation of snowmelt runoff under changing climate is of basic interest for hydrology, water management, hydropower generation, and crop yields (Singh and Kumar, 1997; Saraf et al., 1999; Nagler and Rott, 2000; Waldner et al., 2004; Jianping et al., 2007). Understand-
ing the spatial and temporal distribution of the snow cover and the hydro-meteorological conditions at watershed scale is also essential for the accurate prediction of snow- and glacier-melt runoff (Rango and Martinec, 1995; Singh et al., 2000; Kulkarni et al., 2002; Jain et al., 2009). In the Indus Basin, the snow- and ice-melt contribution to the stream discharge is significant in the upper portion of the basin, encompassing Kashmir and other adjacent regions of the Himalayas (Immerzeel et al., 2010). In the Kashmir Himalayas, one of the major concerns about the climate change relates to its impact on streamflows in the Indus Basin, whose waters are shared between India and Pakistan under the Indus Water Treaty. Snow and ice reserves of the Himalayan river basins, important in sustaining seasonal water availability over South Asia, are likely to be substantially affected by climate change, but to what extent is yet unclear (Immerzeel et al., 2010; Miller et al., 2012). Earlier studies have addressed the importance of glacier- and snow-melt and the potential effects of climate change downstream at various spatial scales (Barnett et al., 2005; Cyranoski, 2005; Radić et al., 2014; Bliss et al., 2014; Khan et al., 2015; Lutz et al., 2014; Rees and Collins, 2006). Therefore, a better understanding of the climate change impacts on the hydrological regime of the Himalayas is critical for the sustainable management of the water resources in the basin (Archer, 2003; Tīgkas et al., 2012). In view of the tremendous economic importance of the cryosphere in the region and the fact that the glaciers in Kashmir Himalayas are receding due to climate change (Negi et al., 2009; Romshoo and Rashid, 2010), we researched to establish linkages between the depleting cryosphere, climate change, and streamflows in the Lidder catchment of the Kashmir Himalayas, India. The research emphasized and demonstrated the need for the development of a strategy for operational prediction of snow- and glacier-melt runoff from the glaciated basins of the Himalaya for optimal utilization of the depleting water resources for various sectors.

Study Region

Lidder Valley is located in southeastern Kashmir in north-west Himalayas in the Upper Indus Basin, India (Fig. 1), and is spread over an area of about 1260 km². The area is precipitous mountainous terrain with an elevation ranging from 1500 to 5500 m a.s.l. and falls approximately between 75°30'E to 75°45'E longitude and 34°15'N to 34°30'N latitude. Snow covers considerable area of the catchment throughout the year, especially during the winter and spring seasons, only to melt and subsequently feed the springs and rivers during the rest of the year (Dar et al., 2013). There are about 56 glaciers in the basin, including the Kolahoi glacier, the largest glacier in the Jhelum Basin, one of the main tributaries of the Indus River. Lidder River emanating from the Kolahoi glacier is one of the main tributaries of the Jhelum Basin.

The study area exhibits a typical temperate climate with four distinct seasons viz., spring, summer, autumn, and winter. The area receives precipitation both in the form of rain and snow. On the basis of the analysis of the time series of temperature and precipitation data (1980–2010), the mean annual precipitation at the Pahalgam meteorological station is 1240 mm, with the highest rainfall recorded in the month of March (210 mm) and the lowest in the month of November (48 mm). The temperature varies between a monthly mean maximum of 19 °C in July and a minimum of −1.7 °C in January with an annual average of 9.5 °C.

Materials and Methods

In order to establish the linkages between the depleting snow and ice resources, climate change, and streamflow, we used a combination of multisource data that includes the historical precipitation and temperature data (1980–2010), historical streamflow data (1971–2011), future regional climate change model projections (2011–2098), time series of satellite images from Moderate Resolution Imaging Spectro-radiometer (MODIS) (2003, 2006–2012), SRTM Digital Elevation Data (DEM), detailed field observations, and various kinds of secondary/ancillary data. MODIS/terra snow cover Daily L3 Global 500 m Grid (MOD10A1), processed and distributed by the National Snow and Ice Data Centre (and available at http://nsidc.org), were selected to calculate the snow cover percentage on the study area (Hall and Riggs, 2007). The MODIS data of 2004–2005 are missing over the region and hence were not used in the analysis. Due to the scanty hydro-meteorological observation network in the Himalayas in general and the study area in particular, only historical data from the Pahalgam meteorological station were available for analysis in this research. A host of methods were employed to accomplish the research and included satellite images processing, geospatial techniques, statistical methods, and simulation models. Details of the data and the methods used are briefly discussed below.

Assessing the Indicators of Climate Change

The methods employed for quantifying various indicators of climate change involved the integrated use of statistical techniques, remote sensing, and Geographic Information System (GIS) as discussed here.

Trend Analysis of Hydro-Meteorological Data

A time series of streamflow (1971–2011), temperature, and precipitation data (1980–2010) was used for trend analysis. The hydro-meteorological data of the basin was analyzed for trends using the Man-Kendall, Spearman’s Rho, and Linear Regression statistical tests. Man-Kendall test and Spearman’s Rho are non-parametric tests. The use of non-parametric tests enables us to be independent of using a number of assumptions about the population values and is well suited for analyzing trends in time series data (Gilbert, 1987). Therefore, the nonparametric Mann-Kendall statistical test was used for trend analyses of the time series of hydro-meteorological data. The test does not assume any special form for the distribution function of time series data, including missing data (Yue and Pilon, 2004). The Man-Kendall statistic is denoted by S and varies between −1 to +1. Rank 1 is assigned to highest value in the set. The “n” time series values (X1, X2, X3…Xn) are replaced by their relative ranks (R1, R2, R3…Rn). The test statistic S is given as:

\[ S = \sum_{i=1}^{n-1} \left[ \sum_{j=i+1}^{n} \text{sgn}(R_i - R_j) \right] \]  

where, \( \text{sgn}(x) = 1 \) for \( x > 0 \), \( \text{sgn}(x) = 0 \) for \( x = 0 \), and \( \text{sgn}(x) = -1 \) for \( x < 0 \).

If the null hypothesis \( H_0 \) is true, then \( S \) is normally distributed and its positive value is an indicator of an increasing trend.

Spearman’s Rho test is widely used for determining the statistical significance of the hydro-meteorological data trends (Yue
and Pilon, 2004; Bouza-Deano et al., 2008). It assesses how well an arbitrary monotonic function describes the relationship between two variables without making any other assumptions about the particular nature of the relationship between the variables. It is used when the data do not meet assumptions regarding normality, homoscedasticity, and linearity. The test statistic $\rho_s$ is the correlation coefficient, which is obtained in the same way as the sample correlation coefficient but by using ranks as under:

$$\rho_s = S_{xy} / (s_x s_y)^{0.5}$$  \hspace{1cm} (2)$$

where

$$S_x = \sum_{i=1}^{n} (x_i - x')^2$$  \hspace{1cm} (3)$$

$$S_y = \sum_{i=1}^{n} (y_i - y')^2$$  \hspace{1cm} (4)$$

and $x_i$ represents (time), $y_i$ (variable elements), $x'$ and $y'$ refer to ranks. In this case, $x'$, $y'$, $S_x$, and $S_y$ are normally distributed with mean of zero and variance of one.

Linear regression test assumes that the time series data is normally distributed by testing whether there is a linear trend by examining the relationship between time ($x$) and the variable of interest ($y$). It assumes that the errors (deviations from the trend) are independent and follow the same normal distribution with zero mean. The regression gradient is estimated by:

$$b = \frac{\sum_{i=1}^{n} (x_i - x')(y_i - y')}{\sum_{i=1}^{n} (x_i - x')^2}$$  \hspace{1cm} (6)$$

and intercept is estimated as

$$a = y' - bx'$$  \hspace{1cm} (7)$$
The test static $S$ is:

$$S = \frac{b}{\sigma} \quad (8)$$

where

$$\sigma = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (y_i - a - bx_i + n(n-2)(n^2-1))} \quad (9)$$

**CLIMATE CHANGE PROJECTIONS**

The future climatic data for 2011–2098 under A1B scenario was extracted for the study area from a PRECIS (Providing REgional Climates for Impact Studies) run simulated over the Kashmir valley. Average annual maximum, minimum temperature and total annual precipitation from 2011 to 2098 was analyzed for the study area, which centered at 437 ppm and 630 ppm of CO$_2$ concentrations for the years 2025 and 2075, respectively. Observed temperature data, procured from the Indian Meteorological Department (IMD), was upscaled to 0.5°; as the data is localized in nature, using 30-arc second GTOPO (Global TOPOgraphy) data by applying a standard atmospheric lapse rate of −0.0065 °C m$^{-1}$. This was accomplished by computing the elevation difference between a 0.5° PRECIS grid and the IMD observation station (Rashid et al., 2015). Keeping in view the capability of PRECIS in effectively simulating the climate over the Hindu-Kush Himalayan region (Akhhtar et al., 2008; Dar et al., 2013; Kulkarni et al., 2013; Rajbhandari et al., 2015), we chose the PRECIS model for climatological projections under the most plausible scenario, that is, A1B scenario. The use of PRECIS for climate projections under the single emission scenario could be a limitation of this research and, therefore, it would be prudent to use and validate the CMIP5 climatological projections under various scenarios with observation data from the region to check if the agreements are better. It is believed that the use of an ensemble of models and multiple scenarios would enable more possible futures in climate change over the region to be assessed.

**SNOWMELT RUNOFF PREDICTION**

The methodology adopted for predicting snow-melt runoff from the glaciated basin is shown in Figure 2 and is based on the integrated use of remotely sensed data, digital elevation model, hydro-meteorological data, and field observations in a degree day Snowmelt-Runoff Model (SRM). SRM is designed to simulate and forecast daily streamflow in mountainous basins of almost any size ranging from 0.76 to 120,000 km$^2$ with elevation ranging from 305 to 7690 m a.s.l., where snowmelt is a major runoff factor (Martinec, 1975). In degree-day approach, two temperature values each day or daily mean temperature is taken as an index variable representing all the melting factors (Blöschl, 1991; Brubaker et al., 1996; Eigo, 2003). The overall structure of the model is described by the following equation:

$$Q_{s+1} = [c_{sw}a_o(T_s + \Delta T_s)S_s + c_{sw}P_s] \frac{A\times1000}{86400} (1 - k_{s+1}) + Q_{s}k_{s+1} \quad (10)$$

where $Q = \text{average daily discharge (m}^3\text{s}^{-1})$; $c = \text{runoff coefficient for snow (index s) and rain (index r)}$; $a = \text{degree-day factor is stated as water equivalent (cm C}^{-1}\text{d})$; $T = \text{number of degree-days (C d)}$ which refers to the number of positive degree days (degrees above 0 °C); $\Delta T = \text{temperature lapse rate adjustment; S = ratio of the snow-covered area to the total area; P = precipitation contributing to runoff (cm); A = area of the basin or zone (km}^2)$; $k = \text{recession coefficient}; n = \text{sequence of days during the discharge computation period and 10,000/86,400 = conversion from cm km}^2\text{to m}^3\text{ s}^{-1}$.

Equation 10 is valid for a time lag between daily temperature cycle and the resulting discharge cycle of 18 hours (Martinec et al., 2008). $T$, $S$, and $P$ are variables to be measured or determined each day. The degree day factor is albedo dependent. Liquid water content in the snow increases the snow density and decreases the albedo (König et al., 2001). As the melting season progresses, the snow density changes, which in turn favors the snowmelt. The degree day factor for snow can go as high as 0.6, and it usually goes higher toward the end of the summer when glacial ice becomes exposed (Rango et al., 2010; Paul and Andreassen, 2009; Paul and Svoboda, 2009; Bolch et al., 2010; Paul et al., 2013). The digital glacier outlines from the SOI topographic maps were used for comparison with the satellite-derived glacier boundaries for glacier area change assessment (1962–2013).
and Martinec, 1979; Eigdir, 2003; Sharma et al., 2012). The degree-day factor values range from 0.5 to 0.6 for different months in the basin. The runoff coefficients ($c_R$, $c_S$) take into account an estimate of evapo-transpiration, sublimation of snow and ice, and percolation to deep groundwater from the basin. The $c_R$ and $c_S$ coefficients of the Jhelum Basin, based on calibration and validation of four years (2005–2009) discharge data, were used (Sharma et al., 2012).

The recession coefficient ($k$) indicates the decline of discharge in a period without snowmelt or rainfall. Its value ranges between 0.9 to 1 for various months and was derived from the equation

$$k = \frac{Q_{m+1}}{Q_m}.$$  \hspace{1cm} (11)

The normal lapse rate of $-0.0065 \, ^\circ C \, m^{-1}$ elevation increase was used. The $\Delta T$ and lag time, which are characteristics for a given basin, were taken from the literature (Sharma et al., 2012).

The precipitation data input for SRM was obtained from the Pahalgam meteorological station. The daily mean temperature data were extrapolated to the hypsometric mean elevation of different zones using the lapse rate of $-0.0065 \, ^\circ C \, m^{-1}$. A critical temperature value is specified to determine whether the measured precipitation is rain or snow and is generally above 0 °C (Charbonneau et al., 1981). Currently, a wide range of critical temperature values, based on minimum air temperature, dew point temperature, or air temperature are used to determine the form of precipitation, that is, snow or rain (Schreider et al., 1997; Marks and Winstral, 2007; Gillies et al., 2012). However, it was observed that air temperature was more reliable to determine the form of precipitation in the Lidder Basin. The critical temperature of 2 °C was employed to distinguish snowfall and rainfall events as it has been found reliable elsewhere in the Himalayan basins (Aggarwal et al., 2014). If the air temperature is higher than the critical temperature, the precipitation is rain, and if the temperature is lower than the critical temperature, the precipitation is snowfall. When the degree-day number becomes negative, it is automatically set to zero by the model so that no snowmelt is computed. Since the basin elevation ranges

![FIGURE 2. Methodology adopted for accomplishing the study.](https://bioone.org/journals/Arctic,-Antarctic,-and-Alpine-Research on 20 Sep 2020 Terms of Use: https://bioone.org/terms-of-use)
FIGURE 4. Trends in observed temperatures at Pahalgam meteorological station from 1980 to 2010. (a) Average annual temperature, (b) average minimum temperature, (c) average maximum temperature, (d) average minimum temperature in winter, (e) average maximum temperature in winter, (f) average minimum temperature in spring, (g) average maximum temperature in spring, (h) average minimum temperature in summer, (i) average maximum temperature in summer, (j) average minimum temperature in autumn, (k) average maximum temperature in autumn.
The Lidder Basin was subdivided into four elevation zones (Fig. 3). The average daily runoff $Q$ was calculated by linearly summing up the runoff contributions from each elevation zone, which were calculated separately before routing (Martinec et al., 2008; Eigdir, 2003). Snow depletion curves (SDCs) were interpolated from the periodical snow cover maps to daily fractional snow cover values.

Results and Discussion

METEOROLOGICAL DATA TRENDS

Temperature trends for the Pahalgam meteorological station are shown in Figure 4. The mean annual temperature shows a significant increase at $a < 0.01$ using Man-Kendall, Spearman’s Rho, and Linear Regression statistical. The maximum temperature is showing a significant increase at $a < 0.1$. The mean minimum temperature is showing significant increase at $a < 0.01$ using both the parametric and non-parametric tests. The winter temperature is also showing increase at the significance of $a < 0.01$. The summer temperature is showing a significant increase at $a < 0.1$ for all the tests used. The spring temperature is showing a significant increase at $a > 0.01$. The autumn is showing a significant increase in the temperature at $a < 0.05$, $a < 0.01$, and $a < 0.05$ for the Man-Kendall, the Spearman’s Rho, and the Linear Regression tests, respectively. The statistical significance of the annual and seasonal trends of the observed temperatures is given in Table 1.

The mean annual, winter (December–February), summer (June–August), and autumn (September–November) precipitation (Fig. 5) in the basin are showing a slightly declining but statistically insignificant trends. However, the precipitation during the spring season (March–May) shows significant decreasing trend at $a < 0.05$ using all the three tests. The statistical significance of the annual and seasonal trends of the observed precipitation at Pahalgam station in the basin is given in Table 2.
Both average maximum and average minimum projected temperatures show increasing trends, whereas the projected precipitation shows a slightly decreasing trend. The mean annual maximum temperature is projected to increase by 6.26 °C (±1.84 °C) from 2011 to 2098 (Fig. 6, part a). The lowest average minimum temperature for Pahalgam was −4.82 °C in 2011, whereas the highest projected maximum temperature is 14.10 °C in 2096. The mean annual minimum temperature is projected to increase by 5.74 °C is (±1.50 °C) from 2011 to 2098 (Fig. 6, part b). The lowest average minimum temperature for Pahalgam was −4.82 °C in 2011, whereas the highest projected maximum temperature is −1.78 °C in 2091. The projected annual precipitation shows a very weak decreasing trend with R² of 0.048 and is not statistically significant (Fig. 6, part c). The lowest precipitation for Pahalgam is projected to be 1329.88 mm for 2067, and the highest is 2812.80 mm for 2030. Although the projected temperature is showing a good agreement with the observations, the correlation between the observed and projected precipitation is weak.

### TABLE 1

<table>
<thead>
<tr>
<th>Name of the test</th>
<th>Name of the season</th>
<th>Test statistic</th>
<th>Result</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Man-Kendall</td>
<td>Annual</td>
<td>4.119</td>
<td>S (0.01)</td>
<td>Average annual temperature</td>
</tr>
<tr>
<td>Spearman’s Rho</td>
<td>Annual</td>
<td>3.996</td>
<td>S (0.01)</td>
<td>Average annual temperature</td>
</tr>
<tr>
<td>Linear regression</td>
<td>Winter season</td>
<td>3.811</td>
<td>S (0.01)</td>
<td>Average minimum temperature</td>
</tr>
<tr>
<td>Man-Kendall</td>
<td>Winter season</td>
<td>3.811</td>
<td>S (0.01)</td>
<td>Average minimum temperature</td>
</tr>
<tr>
<td></td>
<td>Spring season</td>
<td>3.384</td>
<td>S (0.01)</td>
<td>Average minimum temperature</td>
</tr>
<tr>
<td></td>
<td>Summer season</td>
<td>1.719</td>
<td>S (0.1)</td>
<td>Average minimum temperature</td>
</tr>
<tr>
<td></td>
<td>Autumn season</td>
<td>2.416</td>
<td>S (0.05)</td>
<td>Average minimum temperature</td>
</tr>
<tr>
<td>Spearman’s Rho</td>
<td>Winter season</td>
<td>3.811</td>
<td>S (0.01)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Spring season</td>
<td>3.384</td>
<td>S (0.01)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Summer season</td>
<td>1.865</td>
<td>S (0.1)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Autumn season</td>
<td>2.657</td>
<td>S (0.01)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td>Linear regression</td>
<td>Winter season</td>
<td>3.856</td>
<td>S (0.01)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Spring season</td>
<td>4.597</td>
<td>S (0.01)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Summer season</td>
<td>1.915</td>
<td>S (0.1)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Autumn season</td>
<td>2.46</td>
<td>S (0.05)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td>Man-Kendall</td>
<td>Annual maximum</td>
<td>3.519</td>
<td>S (0.01)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Winter season</td>
<td>3.487</td>
<td>S (0.01)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Spring season</td>
<td>3.438</td>
<td>S (0.01)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Summer season</td>
<td>0.389</td>
<td>NS</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Autumn season</td>
<td>2.951</td>
<td>S (0.01)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td>Spearman’s Rho</td>
<td>Annual maximum</td>
<td>3.708</td>
<td>S (0.01)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Winter season</td>
<td>3.517</td>
<td>S (0.01)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Spring season</td>
<td>3.429</td>
<td>S (0.01)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Summer season</td>
<td>0.692</td>
<td>NS</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Autumn season</td>
<td>2.998</td>
<td>S (0.01)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td>Linear regression</td>
<td>Annual maximum</td>
<td>4.457</td>
<td>S (0.01)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Winter season</td>
<td>4.296</td>
<td>S (0.01)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Spring season</td>
<td>4.258</td>
<td>S (0.01)</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Summer season</td>
<td>0.191</td>
<td>NS</td>
<td>Average maximum temperature</td>
</tr>
<tr>
<td></td>
<td>Autumn season</td>
<td>2.369</td>
<td>S (0.05)</td>
<td>Average maximum temperature</td>
</tr>
</tbody>
</table>

S = significant, NS = insignificant, S (0.01) = statistically significant with 99% significance level, S (0.05) = statistically significant with 95% significance level, S (0.1) = statistically significant with 90% significance level.
Upon comparison of the upscaled IMD data with the PRECIS projected temperatures during the baseline period, we found that the bias between the two data sets narrowed down appreciably, resulting in a good match (Fig. 7). Hence the model projections over the region are considered credible. Similar findings have been reported about the use of PRECIS in Himalayas (Kulkarni et al., 2013; Rajbhandari et al., 2015).

**SNOW AND GLACIER COVER CHANGES**

Analysis of the snow depletion curves reveals that there has been a decrease in snow precipitation since 2003–2012. Overall snow cover is very high during winter months in the study area. However, the snow begins to melt in March and the melting continues till the end of August when most of the basin is snow-free. The climate controls in the UIB are dominated by winter precipitation influenced by western disturbances (Dar et al., 2014) as opposed to the eastern and central Himalayas where monsoons are dominant (Shrestha et al., 1999; Fowler and Archer, 2005). The snow depletion curves from 2003 and 2006–2012 are shown in Figure 8, and the spatial and temporal distribution of the snow cover extent during 2006–2008 is shown in Figure 9. The spatial and temporal variations of snow-cover distribution and snowmelt runoff are considered sensitive indicators of climatic change (Wang et al., 2010). The decrease is more pronounced in winter months and could be related to the increasing minimum temperature observed during the winter months in the area. As a result of the increasing temperatures in winter, the proportion of the snow in the total precipitation is decreasing (Fig. 10). Therefore, the decreased snow precipitation is associated with the declining amount of snow on the ground. Table 3 shows the spatio-temporal changes in the Lidder Basin glacier area from 1962 to 2013. The glacier area in the basin has reduced from 46.09 km² in 1962 to 33.43 km² in 2013, showing a depletion of 27.47% in 51 years. Kolahoi, the largest glacier in the basin, has shrunk from 13.67 km² in 1962 to 10.92 km² in 2013, a decrease of 2.75 km² during the period (Fig. 11). The findings of this study support the results of the Intergovernmental Panel on Climate Change (IPCC) and the Global Land Ice Measurements from Space (GLIMS), which reported that glaciers in the Himalayas are receding faster than other parts of the world (IPCC, 2007; Immerzeel et al., 2009). The increasing temperatures and the changes in the form of precipitation (from snow to rain) are mainly responsible for the glacier recession observed in the area. The decline in the glacier- and snow-cover extent has adverse impacts on the hydrology (Sharma et al., 2012), vegetation (Rashid et al., 2015), and tourism (Dar et al., 2013) in the region. Decreased net snow accumulation on glaciers and the enhanced melting of glaciers under increasing temperatures in the region has led to glacier recession and ultimately decreased contribution to runoff from glacier melt (Archer and Fowler, 2004). Figure 12 clearly shows the impacts of the depleting cryosphere under changing climate on the streamflows in the area, the period of increasing discharge (1971–1994), and thereafter a decreasing trend (1995–2011). Keeping in view the depletion of 27.47% in the glacier area during the last 51 years, the increasing streamflow during the 1971–1994 period is attributed to the enhanced melting due to increasing temperatures, and the declining streamflows during the later period (1995–2011) is attributed to the loss of the substantial glacier mass due to the climate change witnessed in the area in the past five to six decades.

**STREAMFLOW DATA TRENDS**

Spatio-temporal differences in streamflow trends can occur as a result of differences in rainfall and temperature, cryosphere changes, and varying catchment characteristics that translate meteorological inputs into hydrological response (Burn and Hag-Elmur, 2002). The trend analysis of the average yearly discharge using Man-Kendall, Spearman’s Rho, and Linear Regression statistical tests at Aru hydrological station, Pahalgam, is shown in Figure 13 and Table 4. All three statistical tests show an overall significant decreasing trend for the streamflow in the basin. Analyses have also been carried out season-wise, revealing decreasing trend except for the spring season that showed a little increment in discharge.

The seasonal variation in the snow cover has significant impact on the stream discharge in the Lidder Basin as shown in Figure 13. Spring discharge shows slightly positive correlation with increasing spring temperatures. This is because the overall snow cover in the basin is at its maximum in the winter and spring seasons (February to April) and decreases substantially as the summer approaches (Fig. 8). However, temperature and discharge are negatively correlated in the summer and autumn seasons due to less snow cover on the ground and the high temperature leading to high evaporative loss and reduced runoff (Fowler and Archer, 2005). The overall discharge in the basin is showing a statistically significant decline since the mid-1990s because the overall glacial mass in the basin has decreased substantially during the past five to six decades due.
Sharif et al. (2013) have also found a similar declining trend in runoff in the glaciated Hunza catchment at Dainyore. However, they found a significantly increasing trend in flow regime in nival catchment. Recent research has confirmed that runoff in the glaciated Karakoram constituting an important part of the Indus catchment will not decrease before the end of the 21st century (Bolch et al., 2012).
Snowmelt runoff was simulated using the SRM for the hydrological years (October–September) from 2007–2011 for the Lidder catchment in the UIB. The estimated snowmelt runoff from the basin along with the observed runoff from the catchment is shown in Figure 14. The average simulated snowmelt runoff for the catchment is 11.94 m$^3$s$^{-1}$, whereas the average measured runoff is 13.51 m$^3$s$^{-1}$. The results showed a good agreement between the simulated and the measured runoff volume with $r = 0.82$. This demonstrates that the SRM can be used operationally to predict the streamflows of ungauged basins in the mountainous glaciated Upper Indus Basin. Typical of the glaciated Kashmir Himalayan basins, the Lidder shows a distinct summer runoff peak, compared with the more evenly distributed river flow from lowland basins that are either devoid of glaciers or receive comparatively insignificant amounts of solid precipitation. The hydrograph of the snowmelt runoff has a typical pattern reflecting the daily cycle of temperature and solar radiation. The effect of seasonal snow cover on the daily distribution of runoff in the basin is evident from the analysis of the simulated runoff. The meltwater volume is the product of the snow cover area and depth, both of which usually start decreasing by the second half of June. Generally, the computed runoff is lower than measured runoff in summer and winter periods, especially in the months October–February and May–June. This might be attributed to low snowmelt due to the reduced snow cover and less number of degree-days during the summer and winter months, respectively (Eigdir, 2003). Further, temperature and precipitation are two critical input parameters for runoff estimation and are measured at one station only and extrapolated to the entire basin assuming that they are representative for the entire basin. Depending upon the meteorological conditions, this assumption has a potential to introduce under- and over-estimation of the runoff.

**Conclusion**

In the glaciated basins of alpine Himalayas, with a scanty network of hydro-meteorological records, it is important to pro-
vide a reliable assessment of the snowmelt runoff so that the depleting water resources due to climate change are used more sustainably. The findings demonstrate that the changing climate in the Lidder catchment, Upper Indus, is adversely affecting the snow and glacier resources that, to date, predominantly contributed to the streamflows in the region. Depending upon the pace of climate change and the consequential shrinkage of glaciers in the region, the streamflows might plummet to critical levels, thus jeopardizing the essential uses and trans-boundary sharing of the waters in the region. It is therefore of utmost necessity to develop an operational mechanism for predicting the streamflows of the un-gauged basins in the mountainous Himalayas, so that a robust strategy is devised for the judicious and sustainable use of the depleting water resources in the region. The very good agreement between the observed and the simulated runoff shows that the SRM is a reliable simulation tool and can be used to compute daily snowmelt runoff in glaciated and snow-covered basins using only a few easily obtainable input parameters, such as hydro-meteorological data, DEM, and remote sensing–derived snow cover maps. It is hoped that the accurate assessment of the snowmelt runoff from various basins in Kashmir Himalayas in

### TABLE 3
Change in total glacier area of Lidder watershed and Kolahoi glacier from 1962-2013

<table>
<thead>
<tr>
<th>Year</th>
<th>Total glacier area (km²)</th>
<th>Kolahoi glacier area (km²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1962</td>
<td>46.098</td>
<td>13.67</td>
</tr>
<tr>
<td>1992</td>
<td>41.884</td>
<td>13.34</td>
</tr>
<tr>
<td>2000</td>
<td>37.824</td>
<td>12.17</td>
</tr>
<tr>
<td>2013</td>
<td>33.433</td>
<td>10.92</td>
</tr>
</tbody>
</table>

### TABLE 4
Statistical analysis of yearly and seasonal discharge at Aru, Pahalgam.

| Name of the test  | Name of the season | Test statistic | Result  
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Man-Kendall</td>
<td>Yearly discharge</td>
<td>-4.01</td>
<td>S (0.01)</td>
</tr>
<tr>
<td></td>
<td>Winter season</td>
<td>-2.233</td>
<td>S (0.05)</td>
</tr>
<tr>
<td></td>
<td>Spring season</td>
<td>-3.609</td>
<td>S (0.01)</td>
</tr>
<tr>
<td></td>
<td>Summer season</td>
<td>-3.154</td>
<td>S (0.01)</td>
</tr>
<tr>
<td></td>
<td>Autumn season</td>
<td>-4.649</td>
<td>S (0.01)</td>
</tr>
<tr>
<td>Spearman’s Rho</td>
<td>Yearly discharge</td>
<td>-3.917</td>
<td>S (0.01)</td>
</tr>
<tr>
<td></td>
<td>Winter season</td>
<td>-2.452</td>
<td>S (0.05)</td>
</tr>
<tr>
<td></td>
<td>Spring season</td>
<td>-3.494</td>
<td>S (0.01)</td>
</tr>
<tr>
<td></td>
<td>Summer season</td>
<td>-2.782</td>
<td>S (0.01)</td>
</tr>
<tr>
<td></td>
<td>Autumn season</td>
<td>-4.204</td>
<td>S (0.01)</td>
</tr>
<tr>
<td>Linear regression</td>
<td>Yearly discharge</td>
<td>-4.692</td>
<td>S (0.01)</td>
</tr>
<tr>
<td></td>
<td>Winter season</td>
<td>-2.719</td>
<td>S (0.01)</td>
</tr>
<tr>
<td></td>
<td>Spring season</td>
<td>-3.955</td>
<td>S (0.01)</td>
</tr>
<tr>
<td></td>
<td>Summer season</td>
<td>-2.896</td>
<td>S (0.01)</td>
</tr>
<tr>
<td></td>
<td>Autumn season</td>
<td>-5.279</td>
<td>S (0.01)</td>
</tr>
</tbody>
</table>

S = significant, S (0.01) = 99% significance level, S (0.05) = 95% significance level.

FIGURE 12. Trends in the mean annual discharge at the glacier-fed Aru gauging station, Pahalgam. Note the increasing trend in discharge from 1971 to 1994 and declining trend in discharge from 1995 to 2011.

the UIB, on a routine and operational basis, shall help to develop a robust trans-boundary strategy for the conservation and optimal use of the water resources in the Indus Basin.
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FIGURE 13. Trends in the observed discharge at Pahalgam from 1971 to 2009. (a) Discharge in spring, (b) discharge in summer, (c) discharge in autumn, (d) discharge in winter, and (e) yearly discharge.
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