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Identifying bobcat Lynx rufus kill sites using a global positioning
system

Nathan J. Svoboda, Jerrold L. Belant, Dean E. Beyer, Jared F. Duquette & James A. Martin

The role of predation in ecological systems has received considerable attention in scientific literature and is one of themost
important, yet least understood aspects of carnivore ecology. Knowledge of factors that improve our ability to detect

predation events using animal telemetry data could be used to develop strategies to reduce time and resources required to
obtain reliable kill estimates. Using Global Positioning System telemetry-collars, we investigated 246 bobcat Lynx rufus
location clusters to identify white-tailed deer Odocoileus virginianus kill sites in the Upper Peninsula of Michigan, USA,

during May-August, 2009-2011. We documented kills of white-tailed deer at 42 location clusters. We used logistic
regression and Akaike Information Criterion for small samples to identify factors (i.e. number of locations in cluster, time
from cluster formation to investigation, time of day and land cover) that may influence bobcat behaviour and our ability

to detect white-tailed deer kill sites. Clusters with more locations and the search of clusters within 14 days after cluster
formation increased odds of detecting bobcat kill sites. The best-performing model was 67% accurate overall and
identified 34% of kill sites and 75% of non-kill sites. Applying our best-performing model with the optimal cut-off value

would result in a twofold increase in the identification of white-tailed deer kill sites reducing time and effort to find a
similar number of kill sites without models by half. Identifying factors that improve our ability to identify bobcat kill sites
can reduce field effort and search time.

Key words: bobcat, GPS locations, Lynx rufus, Michigan, Odocoileus virginianus, predation, white-tailed deer

Nathan J. Svoboda, Jerrold L. Belant, Jared F. Duquette & James A. Martin, Carnivore Ecology Laboratory, Forest and
Wildlife Research Center, Mississippi State University, Box 9690, Mississippi State, Mississippi 39762, USA - e-mail

addresses: nsvoboda@cfr.msstate.edu (Nathan J. Svoboda); jbelant@cfr.msstate.edu (Jerrold L. Belant); jduquette@cfr.
msstate.edu (Jared F. Duquette); jmartin@cfr.msstate.edu (James A. Martin)
Dean E. Beyer, Wildlife Division, Michigan Department of Natural Resources, 1990 US Highway 41 South, Marquette,
Michigan 49855, USA - e-mail address: dbeyer@nmu.edu

Corresponding author: Nathan J. Svoboda

Received 23 March 2012, accepted 18 September 2012

Associate Editor: Christophe Bonenfant

Predator-prey interactions represent an important

ecological process that can influence species abun-

dance and community structure (Shastri & Diwekar

2006). Improving our knowledge of predator-prey

dynamics includes an understanding of types of prey

killed, rates of kills and associated ecological influ-

ences (Merrill et al. 2010). Earlier research assessing

carnivore kill sites were often limited to circumstanc-

es that allowed direct observation of predations such

as cheetahAcinonyx jubatuskills ofungulates (Bissett

& Bernard 2007) or indirect observations of preda-

tion events (e.g. following tracks of European lynx

Lynx lynx in snow; Odden et al. 2006). Thus,

identificationof kill sites has generally been restricted

to species that inhabit relatively open areas where

researchers can observe predation events, or limited

to locations or seasons with suitable tracking condi-

tions. Many carnivore species occur in forests or

other vegetation types where tracking or direct

observations are impractical or not possible, requir-

ing alternate methods to locate kill sites. In addition,

identification of kill sites is needed throughout the

year, including periods with potentially unsuitable

tracking conditions. Difficulty in locating kill sites is

78 � WILDLIFE BIOLOGY 19:1 (2013)

Downloaded From: https://bioone.org/journals/Wildlife-Biology on 12 May 2024
Terms of Use: https://bioone.org/terms-of-use



exacerbated as most carnivores traverse large areas,
and some carnivores may hide kills or consume prey
rapidly (Ruth et al. 2010, Tambling et al. 2010).

Capturing and fitting carnivores with Global
Positioning System (GPS) radio-transmitters allows
for frequent relocations, which can facilitate location
of kill sites (Knopff et al. 2009), den locations (Olson
et al. 2011), daybeds (Anderson&Lindzey2003) and
rendezvous sites (Merrill & Mech 2003). Recently,
several studies have used GPS technology to better
understand prey selection and investigate kill sites of
carnivores (Anderson & Lindsey 2003, Cavalcanti &
Gese 2010, Ruth et al. 2010). This technology has
been used to document kills by large carnivores
including jaguars Panthera onca (Cavalcanti & Gese
2010), cougars Puma concolor (Anderson & Lindsey
2003, Knopff et al. 2009) African lions Panthera leo
(Tambling et al. 2010), leopards Panthera pardus
(Martin et al. 2011) and gray wolves Canis lupus
(Sand et al. 2005, Demma et al. 2007, Zimmerman et
al. 2007). However, we are unaware of any study
assessing the effectiveness of this technique on
medium-sized carnivores. Medium-sized carnivores
have different diets, consumption rates and handling
times (Leopold & Krausman 1986, Labisky &
Boulay 1998, Arjo et al. 2002) than large carnivores
indicating a need to develop models specific to their
predatory behaviour.

Though previous studies have characterized met-
rics that influencedwhether a groupingof relocations
(i.e. a cluster)was akill site (Knopffet al. 2009), fewer
have attempted to develop models that researchers
can use to increase efficacy of detecting kill sites (e.g.
Webb et al. 2008, Tambling et al. 2010).Metrics used
in previous studies include biological factors that
may affect predator kill success (habitat type, time of
day; Anderson & Lindzey 2003, Webb et al. 2008),
predator movement characteristics (rate of move-
ment, site fidelity;Knopff et al. 2009) and factors that
may affect the probability of detecting prey at the kill
site (numberof locations at cluster, elapsed time from
cluster formation to investigation; Sand et al. 2005,
Zimmerman et al. 2007, Knopff et al. 2009). Includ-
ing multiple metrics in model development provides
biologists with a comprehensive approach to effi-
ciently identify potential kill sites based on the
biological characteristics and movements of the
predator while maximizing the probability of detect-
ing a kill site in the field.

Success in detecting carnivore kill sites using
models developed from GPS data has varied among
species; however, common metrics include number

of locations in a cluster and time from cluster
formation to investigation (Knopff et al. 2009,
Tambling et al. 2010). Additionally, whether GPS
clusters are associatedwith kill sitesmay vary among
land cover and timeofday (e.g. dayornight) a cluster
is formed (Anderson & Lindzey 2003, Webb et al.
2008). To our knowledge, no study has yet assessed
the efficacy of using GPS telemetry-collars to locate
kill sites of bobcatsLynx rufus.Wewere interested in
detection of bobcat kill sites of white-tailed deer
Odocoileus virginianus as part of a larger study of
predator-prey relationships.
Specifically, we assessed potential factors that

could influence the probability of white-tailed deer
kill site detection before investigators conducted site
searches. We included biological factors that may
affect predator kill success as well as factors affecting
the probability of detecting prey remains. Our
objectives were to determine: 1) if GPS locations
from telemetered bobcats could be used to locate kill
sites of white-tailed deer, and 2) evaluate a model to
assess the predictive ability of several biological
influences and movement characteristics at cluster
locations to discriminate between kill sites and non-
kill sites. This would reduce time spent searching
clusters of locations representing non-kill sites.
Because larger prey items require longer handling
time and bobcats are primarily nocturnal or crepus-
cular (Hall & Newsom 1978, Anderson & Lovallo
2003) we hypothesized that bobcat kill sites of white-
tailed deer would have a greater number of locations
than non-kill sites and predation events would occur
at night. In addition, given that increased elapsed
time since cluster formation to investigation increas-
es the likelihood that prey will be entirely consumed
(e.g. DeVault et al. 2011) or degraded by insects
(DeVault et al. 2004, Burkepile et al. 2006), we
hypothesized that the probability of detecting kill
sites would increase with reduced time from cluster
formation (i.e. presumed time of predation) to inves-
tigation.

Material and methods

Study area

We conducted our study during May-August, 2009-
2011, in Menominee County, Upper Peninsula of
Michigan,USA (45834’14"N, 87820’47"W).The900-
km2 area is bordered on the east by Lake Michigan,
on the north by US Highway 2, on the west by US
Highway 41 and on the south by the town of
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Stephenson. The area ismostly forested, but includes
some agricultural land and residential units. Conifer
forests dominate the area and consist primarily of
hemlock Tsuga canadensis, pine Pinus spp., white
cedarThuja occidentalis, sprucePicea spp., tamarack
Larix laricina and balsam fir Abies balsamea. Decid-
uous forests include birchBetula spp., aspenPopulus
spp. and maple Acer spp. Lowland areas are com-
prised of tag alder Alnus rugosa, willow Salix spp.
and other species consistent with boreal coniferous
wetlands. Agricultural crops include corn, soybeans
and hay. Climate varies due to lake-effect weather
patterns, but typical May-August temperatures
range from 3-258C with extremes reaching 328C;
rainfall during this period is typically 12.2-14.5 cm
(National Oceanic andAtmospheric Administration
2010). Bobcat density in our study area is about 3
individuals/100 km2 (Stricker et al. 2012).

Data collection and analysis

We captured bobcats during April-May, 2009-2011,
using modified No. 3 Oneida Victor Soft-Catcht

padded foothold traps (OneidaVictor, Euclid, Ohio,
USA; Powell & Proulx 2003) with commercial lures,
urine and visual attractants. We restrained bobcats
using a noose pole and intramuscularly injected each
with a combination of ketamine and xylazine
(Kreeger 1999) using a pole syringe. After induction
we weighed, sexed and extracted a lower first
premolar or upper incisor for age estimation using
cementum annuli techniques (Crowe 1972). We fitted
bobcats with Lotek 7000SU GPS collars (Lotek
Wireless, Newmarket, Ontario, Canada), pro-
grammed to obtain a location every 15minutes from
capture to 31 August in the year of capture. We
downloaded location data remotely from fixed-
winged aircraft every 3-4 days. We calculated the
fix success rate for each radio-collar by dividing the
number of successful fixes by the number of attempt-
ed fixes. Capture and handling procedures followed
Mississippi State University Institutional Animal
Care and Use Committee protocol # 09-004.

We used program R (version 2.15.0; R Develop-
ment Core Team 2010) to develop a rule-based
algorithm to identify GPS location clusters from
location data. Because of similar predatory behav-
iour between cougars and bobcats (e.g. cache prey
and solitary predators), we defined clusters, follow-
ing Knopff et al. (2009), as� 8 locations within 50m
of each other within a 24-hour period. The cluster
algorithm initially searched within 50 m of the first
chronological location and used an initial 24-hour

temporal screen to identify associated points. The
first two points meeting the time-space constraints
produced a seed cluster from which the geometric
centerwas calculated.Theprogramthen sequentially
added points occurring within space and time con-
straints of the geometric center. The program recal-
culated the geometric center after each additional
point and the process was repeated until no more
points were added. Clusters were allowed to persist
beyond the temporal screen provided that the
difference between the last point and the next new
point at a cluster was� 24 hours. After calculations
were completed, we determined the geometric center,
numberof locations and timeanddateof thefirst and
last location of each cluster. We mapped cluster
locations in ArcMap 9.2 (Environmental Systems
Research Institute, Redmond, California, USA) to
facilitate field searches.
We used the geometric center of each cluster to

locate clusters in the field with handheld GPS units.
We used 2-5 trained observers to conduct systematic
searches at each cluster to determinewhether it was a
kill site. We searched clusters by walking eight
transect lines in each cardinal and intercardinal
direction (e.g. N, NE, E and SE) 50 m from the
geometric center, then walking 38 m to the right
before zigzagging back to the geometric center (Fig.
1;Knopff et al. 2009).We searched the entire defined
search pattern of each cluster irrespective of the
number of individuals searching orwhether a kill site
was identified.We assigned a cluster as a white-tailed
deer kill site if prey remains were found that closely
matched the dates over which the cluster occurred
(e.g. decomposition characteristics, presence of in-
sects or larvae), and evidence of bobcat feeding was
observed on prey (e.g. cached remains, scratchmarks
or hemorrhaging). If evidence of a recent deer
predation was not observed, if the deer was consid-
ered killed by a species other than bobcat, or if
decompositionof thedeerdidnotmatch thedates the
bobcat was at the location, the cluster was classified
as a scavenge site. We documented and confirmed
bobcat bed sites at kill sites using physical (e.g.
bobcat hair at bedsite; Podgorski et al. 2008) and
visible evidence (e.g. depression in vegetation or soil;
Akenson et al. 2003). To avoid possible effects of
capture on bobcats (i.e. atypical behaviour due to
capture stress),wedidnot investigate clusters formed
within three days of capture.
We used mixed effects logistic regression (Hosmer

& Lemenshow 2000) with individual bobcat as a
randomeffect using theLMERfunctionandLaplace
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approximation to estimate likelihood in program R
(version 2.15.0, R Development Core Team 2010) to
model presence of a deer kill at each cluster location.
We coded all clusters where we identified evidence of
a deer kill as 1, while remaining sites (e.g. bed sites,
loafing sites and scavenging sites) were coded as non-
kills (0). For each cluster, we recorded four potential
fixed-effect explanatory variables: number of loca-
tions comprising cluster, elapsed time in minutes
from cluster formation to investigation, land-cover
type where cluster was located and time of day. We
categorized land-cover type as upland forest, low-
land forest, non-forested wetland, agriculture or
developed (e.g. roads or buildings). Time of day was
determined by using time of the first location
comprising the cluster and was categorized as day
(1; 06:32-21:06) or night (0; 21:06-06:32) based on
mean sunrise and sunset times during May-August.

To increase the efficacy of identifying bobcat kill
sites of white-tailed deer, we selected a set of a priori
explanatory variables previously identified in the
literature as important factors for identifying kill site
locations, and then developed a set of candidate
models based on all combinations of variables
excluding interaction terms. We randomly selected
70% of all cluster locations searched (white-tailed

deer kill sites and non-kill sites) proportionally by
individual bobcat for model development and used
the remaining 30% for model validation. We evalu-
ated variable normality using the Shapiro-Wilk
statistic and used the Spearman-rank correlation
method to test for collinearity before model fitting
and did not use highly correlated (jrj. 0.7) predictor
variables in the same model (Zar 1996). We used
Akaike Information Criterion adjusted for small
sample size (AICc) to determine model ranks (Burn-
ham & Anderson 2002). We calculated Akaike
weights to measure model support and model selec-
tion uncertainty, and calculated relative importance
of model parameters and determined parameter
estimates usingmodel-averagedweighting (Burnham
&Anderson 2002).We then calculated unconditional
standard errors (SE) and 95% confidence limits for
each parameter. We determined best supported
models by examining AICc scores and individual
model weights, selecting models within four AICc

units of the best supported model (DAICc¼ 0). We
used receiving operator characteristic (ROC) curves
to calculate sensitivity (error of omission; identifying
a kill site as a non-kill site) and specificity (error of
commission; identifying a non-kill site as a kill site;
Webb et al. 2008) for the best supported models.
Whether a cluster is classified as a kill site or a non-

kill site in a logistic regressionmodel is determinedby
the probability output and can be set arbitrarily,
commonly at 0.5 (e.g. Zimmerman et al. 2007), or it
can be defined by using ROC curves to obtain
optimal output (e.g. Webb et al. 2008, Knopff et al.
2009). Predictive success of the model can be
maximized by changes in cut-off values (Hosmer &
Lemeshow 2000). We investigated the effect of using
seven cut-off values (i.e. 0.50, 0.53, 0.55, 0.56, 0.57,
0.58 and 0.60) on best supportedmodels.We selected
these cut-off values based on preliminary analyses
that suggested these values encompassed the poten-
tial range of maximum model accuracy. To assess
model accuracy, we ran 1,000 iterations of each
model at each cut-off value, randomly selecting 70%
of the data at each run. We then calculated means
and 95% confidence intervals for sensitivity and
specificity similarly for all cut-off levels for each
candidate model. We used ROC curves to assess the
optimal cut-off value and model predictive success,
and then selected the best predictive model and
applied the optimal cut-off value to develop a final
composite model using 100% of cluster locations.
We report means other than model parameter
estimates with 6 1 standard deviation.

Figure 1. Search area (50-m radius) and search pattern surveyed by

2-5 trained observers during investigation of bobcat cluster

locations (N¼ 246) in Michigan’s Upper Peninsula, during May-

August, 2009-2011. Black circle indicates cluster center, gray circles

indicate bobcat locations and white star indicates kill location.
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Results

We captured seven bobcats (one adult female, one

juvenile female and five adult males) and searched

246 clusters (mean ¼ 35.1 6 18.1 clusters/bobcat).

GPS collars averaged 96.8% fix success, ranging

from 94.8% to 97.7% per bobcat. We searched

clusters 6.2 6 3.4 days after formation (range: 1.5-

24.6 days) and identified kill sites 1.5-13.2 days

(mean ¼ 5.1 6 2.6) after cluster formation. Most

(82%) kill sites were detected , 7 days after cluster

formation. Clusters consisted of 8-546 locations

(mean ¼ 57 6 77) and kill sites were comprised of

11-464 locations (mean¼ 114 6 5) with most (71%)

kill sites exceeding 50 locations. We found white-

tailed deer remains (37 fawns and five adults) at

17.1% of cluster sites. Scavenging activity on white-

tailed deer was identified at 2% (N ¼ 6) of cluster

sites and bobcat bed sites were identified at 19%

(N¼ 8) of kill sites.

We developed models for deer kill sites using 172

clusters (mean ¼ 24.6 6 12.7 clusters/bobcat) of

which we detected kills at 17.4% (N ¼ 30). On

average, we visited these 172 clusters 6.4 6 3.6 days

after formation. Mean number of locations at these

clusterswas 52.56 66.0 andbobcats initiated slightly

more clusters (55.3%) during the day. We found no

evidence of multicollinearity between pairwise com-
binations of predictor variables.
The best-supported model included number of

locations in cluster and time from cluster formation
to investigation (Table 1). We were more likely to
detect deer kill sites at clusters with more locations
investigated soon after cluster formation (Table 2).
More specifically,with an increase of 50 locations per
cluster, clusters were 2.1 times more likely to be deer
kill sites. With an increase of one day from cluster
formation to investigation, clusters were 1.4 times
less likely to be deer kill sites. Relative importance
was greatest for number of locations per cluster and
time from cluster formation to investigation. The
optimal probability cut-off value above which we
considereda cluster awhite-taileddeerpredationwas
0.56 (Table 3). Assessing model predictive capacity
by resampling model validation demonstrated that
the top model had intermediate overall accuracy
(67.1%) and was capable of identifying 34.1%of kill
sites and 74.5% of non-kill sites. Resampling model
validation for the samemodel at other cut-off values
(e.g. 0.53, 0.55 and 0.57) demonstrated that choice of
cut-off value had a large effect on deer kill site
accuracy (see Table 3).
After applying cluster validation data, the simplest

model with greatest accuracy was: kill site¼ -0.68 þ
0.013LOCS -0.353ELAPSED. Models with greater

Table 1.Model results for factors influencingdetectionofbobcat kill sites ofwhite-taileddeer,UpperPeninsula,Michigan,USA,duringMay-
August, 2009-2011.Model terms are number of locations comprising a cluster (LOCS), elapsed time from cluster formation to investigation
(ELAPSED), time of day (day or night) cluster was initiated (TIME) and land-cover type predation occurred (COVER). K¼ number of
parameters in model. DAICc¼ the difference between the AICc value of the best supported model and successive models. All models with
DAICc scores � 4 are included. wi¼Akaike model weight.

Model K AICc DAICc wi

LOCSþ ELAPSED 3 128.247 0.000 0.614

TIMEþ LOCS þ ELAPSED 4 130.347 2.100 0.215

COVERþ LOCSþ ELAPSED 7 130.804 2.557 0.171

Table 2.Model averagedparameter estimatesofbobcat kill sites forwhite-tailed deer,UpperPeninsula,Michigan,USA, duringMay-August,
2009-2011. Model terms are number of locations comprising a cluster (LOCS), elapsed time from cluster formation to investigation
(ELAPSED), timeof day (day or night) clusterwas initiated (TIME)and land-cover type predationoccurred (COVER).Land-cover types are
agriculture (COVER(3)), upland forest (COVER(4)), lowland forest (COVER(5)) and non-forested wetland (COVER(6)).

95% Confidence limit

Model term Parameter estimate Standard error Upper Lower Relative importance

LOCS 0.020 0.004 0.028 0.012 1.000

ELAPSED -0.365 0.120 -0.132 -0.598 1.000

TIME 0.024 0.137 0.292 -0.244 0.215

COVER (3) -0.035 0.288 0.527 -0.597 0.171

COVER (4) 0.045 0.247 0.525 -0.436 0.171

COVER (5) -0.258 0.313 0.353 -0.869 0.171

COVER (6) -0.046 0.289 0.517 -0.609 0.171
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complexity did not improve overall accuracy (see

Table 3). Using all cluster data (N ¼ 246), the top

compositemodelwas: kill site¼-0.78þ 0.023LOCS-

0.373ELAPSED.

Discussion

We were able to identify bobcat cluster locations

which included kill sites of white-tailed deer. Using

our top model with a cut-off value of 0.56, we could

have detected a twofold increase in white-tailed deer

kill sites and reduced total search effort by half

compared to searching cluster sites at random.

Similar to other studies (Webb et al. 2008, Knopff

et al. 2009), the effectiveness of our model algorithm

increased efficiency of identifying kill sites of large

prey. Previous models for other carnivores suggest

reduced success in identifying kill sites of small prey

(Knopff et al. 2009). For example, estimates of the

numberof prey, 8kgkilledby cougars are probably

biased low relative to estimates of the number of

larger prey killed using GPS cluster techniques

(Knopff et al. 2009). Because we were interested in

identifyingbobcatpredationofwhite-taileddeer, our

model would be an improvement for future studies,

eliminatingmost non-kill sites andpredicting 34%of

white-tailed deer kill sites.

Our models were less successful in predicting kill

sites than studies of larger carnivores (Sand et al.

2005, Webb et al. 2008, Knopff et al. 2009). We

attributed this in part to the typically smaller prey

(i.e. fawns , 5 kg) identified in our study. Smaller-

bodied prey take less time to consume and typically

result in less evidence at kill sites (Knopff et al. 2009),

making positive identification more difficult. Preda-

tors can also move smaller-bodied prey to avoid

disturbance by humans (Sand et al. 2005, Zimmer-

man et al. 2007) or competing carnivores (Knopff et

al. 2009,Ruthet al. 2010), further reducing the ability

Table 3.Model estimates for overall accuracy, sensitivity and specificity for predictions at seven cut-off values derived from1,000 iterations of
logistic regressionmodels distinguishing bobcat kill locations from non-kill locations of white-tailed deer, Upper Peninsula,Michigan,USA,
during May-August, 2009-2011. Iterations were performed by randomly sampling 70% of data and validating models using the remaining
30% of data. Model terms are number of locations comprising a cluster (LOCS), elapsed time from cluster formation to investigation
(ELAPSED), time of day (day or night) cluster was initiated (TIME) and land-cover type predation occurred (COVER). Overall accuracy is
the mean percentage of kill sites and non-kill sites correctly identified by the model. Mean sensitivity is the mean percentage of kill sites
correctly identified by the model. Mean specificity is the mean percentage of non-kill sites correctly identified by the model.

Overall accuracy Sensitivity Specificity

95% CI 95% CI 95% CI

Model Cut-off Mean Lower Upper Mean Lower Upper Mean Lower Upper

LOCSþ ELAPSED 0.50 23.43 18.02 29.07 93.70 81.25 100.00 7.45 2.94 13.79

0.53 44.03 34.88 55.23 67.31 46.43 87.88 38.53 26.12 53.79

0.55 62.03 51.74 72.67 42.26 22.22 65.71 66.18 54.07 77.30

0.56 67.11 57.56 77.33 34.08 13.79 58.06 74.50 64.49 84.14

0.57 70.98 62.21 79.65 26.96 7.41 50.00 80.64 71.74 89.04

0.58 73.23 65.70 81.98 22.53 6.67 41.94 84.77 77.14 92.36

0.60 76.76 69.77 83.72 13.88 0.00 30.77 91.03 83.45 96.55

TIMEþ LOCS þ ELAPSED 0.50 23.54 19.19 29.07 93.25 81.82 100.00 7.96 2.92 15.97

0.53 44.43 34.88 55.81 67.27 44.83 87.50 39.05 26.47 52.48

0.55 61.90 51.74 72.67 42.54 20.83 65.71 65.98 53.24 77.93

0.56 66.89 56.98 76.74 34.59 13.79 58.33 73.99 64.71 84.03

0.57 70.91 62.21 79.65 27.69 10.00 50.00 80.06 71.32 88.19

0.58 73.62 65.70 81.98 22.37 6.45 43.75 84.60 76.26 92.20

0.60 76.55 69.77 83.14 14.63 0.00 33.33 90.57 83.46 96.58

COVERþ LOCSþ ELAPSED 0.50 25.32 19.77 31.98 91.41 78.12 100.00 10.31 4.90 17.99

0.53 47.04 37.79 56.40 63.66 43.75 83.33 42.84 31.39 54.61

0.55 60.61 51.16 70.93 44.14 24.24 67.74 64.19 54.48 74.83

0.56 65.59 56.40 75.58 37.33 16.67 62.50 71.70 62.22 81.38

0.57 69.44 61.05 78.49 30.38 12.12 55.88 77.75 68.66 86.21

0.58 72.28 63.95 81.40 25.22 8.00 50.00 82.34 74.10 90.28

0.60 75.99 68.60 83.14 16.90 3.23 35.29 89.19 82.96 94.93
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to detect kill sites. Bobcats often cache prey
(Anderson & Lovallo 2003) which might reduce kill
site identification, particularly regarding small prey
that is easier to conceal. Finally, differences in han-
dling time between comparatively smaller-bodied
prey in our study and larger prey inother studies (e.g.
mooseAlces alces; Knopff et al. 2010 and elk Cervus
elaphus; Anderson & Lindzey 2003) may partially
explain our lower detection rates.

Odds of detecting a kill site increased with the
number of locations forming a cluster. We did not
locate kill sites at clusters with , 11 locations and
most (71%) kill sites exceeded 50 locations, likely a
result of longer handling times associated with
solitary predators (Knopff et al. 2010, Merrill et al.
2010). An increase in time spent at a kill site may
result in additional evidence left by the predator at
the predation location (e.g. increased tracks and scat
or disturbed vegetation) facilitating kill site identifi-
cation. We documented rest sites at kill sites, which
would increase the number of locations in clusters.
This is consistent with Kirby et al. (2010) who
suggested that areas used for bobcat foraging were
also suitable loafing areas.

Wedidnot expect deer kill sites tobemore likely to
occur at clusters initiated during the day. Bobcat
activity is not typically diurnal (Hall & Newsom
1978, Anderson & Lovallo 2003) although they may
alter activity to coincide with periods of the greatest
prey activity (Buie et al. 1979).However,white-tailed
deer fawns are typically more active during the day
and likely more vulnerable to predation during this
time when does are feeding away from fawns (Halls
1984). Thus, bobcats may have altered their foraging
activity to coincide with peak activity and vulnera-
bility of deer fawns.

As expected, we found that increasing time from
cluster formation to investigation decreased the odds
of detecting a kill site. Increased time before cluster
investigation increases the likelihood of prey being
entirely consumed or scavenged by other predators
(e.g. DeVault et al. 2011). In addition, increased time
allows for carcass degradation by insects ormicrobes
(DeVault et al. 2004, Burkepile et al. 2006), reducing
the ability to distinguish prey that was killed vs
scavenged.Maximum time fromcluster formation to
investigation in our study was 24.6 days. However,
no kill sites were detected at clusters investigated .

13.2 days after cluster formation andmost (82%) kill
sites were detected , 7 days after cluster formation.
In contrast, maximum times between cluster forma-
tion and investigation in previous studies of large

carnivores ranged from 45-671 days (Webb et al.
2006, Knopff et al. 2009, Ruth et al. 2010, Tambling
et al. 2010). We recognize that remains of prey,
particularly in dry climates, may be detectable for
longer periods. However, caution must be exercised
when classifying prey remains as kills. If study
objectives require differentiating predation from
scavenging events or determining predation rates
among sympatric carnivore species, we recommend
searching clusters as soon as practical after forma-
tion (see also Ruth et al. 2010).
An important consideration in determining the

predictive success of our model is the appropriate
selection of the probability cut-off value used to
distinguish kills from non-kills (see Table 3). The
probability cut-off value is commonly set at 0.5 (e.g.
Zimmerman et al. 2007) which may have some
statistical benefits (Hosmer & Lemeshow 2000).
However, if the primary objective of the model is
prediction, determining the cut-off value using sen-
sitivity-selectivity analysis is recommended (Hosmer
& Lemeshow 2000). Similar to Zimmerman et al.
(2007) and Knopff et al. (2009), applying only a 0.5
cut-off value would have resulted in us concluding
that ourmodel had little predictive benefit. Applying
this model would have unnecessarily inflated the
number of false positives (i.e. overestimated the
number of clusters classified as kill sites) and reduced
the model’s ability to reduce field effort and improve
overall efficacy. We selected the cut-off value that
provided the optimal output between sensitivity and
specificity for detectingwhite-tailed deer kill sites.An
appropriate cut-off value should be selected and
evaluated for each intended application of the
logistic model (Knopff et al. 2009).
We identified factors that can improve researchers’

ability to detect bobcat kill sites before field investi-
gation, and thereby reduce the overall field effort.
Whenusing cluster data to identifybobcat kill sites of
white-tailed deer, we recommend investigating clus-
ters when predator presence exceeds 50 locations.
Further, we suggest that researchers should investi-
gate clusters as soon as practical after cluster
formation, if possible within seven days following
cluster initiation. When applying this approach to
other study areas, we recommend that researchers
select a random sample of identified kill sites and
evaluate the ability of the model to identify these kill
sites. We further recommend refitting our top model
using this data and reevaluating the ability of the
model to correctly distinguish between kill sites and
non-kill sites.
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To further improve model performance, we rec-
ommend that future research investigate the use of
other model parameters that may improve the
model’s predictive success (e.g. site fidelity and
number of days/nights at cluster). Site fidelity is an
important factor when investigating predation
events of solitary predators (Knopff et al. 2009),
presumably due to longer handling times and a
tendency to revisit kill sites (Merrill et al. 2010).
Anderson & Lindzey (2003) found that the number
of nights a cougar spends at a cluster is important
when identifying predation sites, and suggest that
this parameter is useful when investigating predation
of nocturnal predators. Researchers should also
consider includingmodel parameters such as age and
sex as these have been suggested to influence prey
selection (Ross & Jalkotzy 1996, Anderson &
Lindzey 2003) and predatory behaviour (Anderson
& Lindzey 2003, Knopff et al. 2009). Researchers
developing and applying location-based models to
identify kill sites must recognize that variability in
factors influencing predator behaviour are likely
species- and system-specific.
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