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Abstract

Germination and emergence assays represent the most notable examples of time-to-event data
in agriculture and related disciplines. In spite of the peculiar characteristics of this type of data,
there has been little effort to establish a specific and comprehensive framework for their analy-
ses. Indeed, a brief survey of the literature shows that germination and emergence data, along
with other phenological measurements such as flowering time, have been analyzed through
myriad approaches, giving rise to confusion and uncertainty among scientists and practitioners
as to what may represent the best statistical practice. This lack of coherence in statistical
approach may reduce the efficiency of research, while making the communication of results
and the cross-study comparisons extremely challenging. Here, we attempt to provide a coherent
framework and protocol for the analyses of germination/emergence and other time-to-event
data in weed science and related disciplines, together with a software implementation in the
form of a new R package. We propose a similar approach to biological assays in ecotoxicology,
based on: (1) fitting a time-to-event model to describe the whole time course of events; (2) com-
paring time-to-event curves across experimental treatments, and (3) deriving further informa-
tion from the fitted model to better focus on some traits of interest. The most appropriate
methods to accomplish this procedure were carefully selected from the framework of survival
analysis and related sources and were modified to comply with the specific needs of weed, seed,
and plant sciences. Finally, they were implemented in the new R package DRCTE. In this article,
we describe the procedure and its limitations by way of providing examples of several types of
germination/emergence assays. We highlight that our proposed procedure can also serve as the
first step of data analyses, with its output subsequently submitted to traditional ormeta-analytic
approaches.

Introduction

Time-to-event data are very common in agriculture, and they arise in experiments where the key
variable of interest is the timing of a certain event, such as seed germination, seedling emergence,
or flowering. The common feature of these experiments is that themeasurements are taken peri-
odically by counting individuals that have experienced the event. For example, let us consider a
simple germination assay with a sample of 30 weed seeds in a petri dish in which the investigator
inspects the dish four times on the 5th, 10th, 15th, and 20th days of experiments and counts 10,
15, 2, and 1 new germinations at each assessment time, respectively, with 2 seeds remaining
ungerminated at the end of the assay. Given this monitoring scheme, each count should be asso-
ciated with a time interval during which germinations must have taken place: (0, 5], (5, 10], (10,
15], (15, 20], and (20,1). These intervals are usually open to the left, in the sense that, for exam-
ple, for the 15 germination counts occurring in the second time interval, (5, 10], we only know
that the time-to-germination (t) must be 5<t � 10. Furthermore, for the latest interval, the
upper limit remains unknown and is usually indicated as “infinity.”

This type of data seems peculiar and marks the difference between time-to-event data and
other types of data with which we are familiar, such as the yield, height, or weight of a plant, for
which we record real numbers with varying levels of precision. For the time-to-event measure-
ment, we can only record an interval of possible values, and this lack of full information may
pertain to all individuals (e.g., seeds) or a subset of them, a phenomenon often referred to as
“censoring” (left, interval, and right censoring; see, e.g., Onofri et al. 2010). This phenomenon
is typical of time-to-event data, but it can also occur in several other instances (Onofri
et al. 2019).

Given the commonality of time-to-event data (e.g., germination and flowering time) in weed
research studies and, more generally, agricultural studies, one may expect, reasonably, that there
should be a unified and well-established framework for reliable data analyses. Such a framework
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exists, for example, in medicine, where time-to-event data are,
mostly, analyzed by using “survival analysis.” In contrast, a brief
survey of literature in the agricultural sciences shows that an
impressive plethora of general-purpose methods of data analysis
have been used or suggested, which is rather confusing to scientists
and practitioners. For example, in germination assays, the time
course of events has been often described by using single-value
indices (see, e.g., Ranal and Santana 2006). Such an approach
has the advantage of simplicity: the indices can be derived from
the observed data by simple “hand calculations” and then submit-
ted to ANOVA, regression, or other traditional methods of data
analysis. However, the reliability of some indices has been ques-
tioned (Soltani et al. 2015), and more importantly, a single value
is too few to unambiguously describe the whole time course of
events (Brown and Mayer 1988b).

Fitting nonlinear regression models, another approach that has
been widely used in germination and emergence studies, is intui-
tively appealing, as it is not subject to most of the ambiguities asso-
ciated with germination/emergence indices (Brown and Mayer
1988a). However, to fit a nonlinear regression model, we need
to make a preliminary transformation of the observed counts into
the cumulative percentages of germinated seeds or emerged seed-
lings. For the previous example, the transformation would result in
the following cumulative percentages: 33% germination by day 5,
83% at day 10, 90% at day 15, and 93% at day 20. However, several
statistical and conceptual issues can arise when we use these per-
centages as the response variable in nonlinear regression (e.g., see
Gianinetti 2020). From a conceptual point of view, implicit in a
nonlinear regression is the assumption that a certain germination
percentage is attained at the exact moment when the inspection is
made, while this is not generally true. In other words, nonlinear
regression ignores the uncertainty associated with of the observed
data and assumes that we know the exact timing of the event.

Owing to the aforementioned problems with traditional meth-
ods, several proposals have been made that should be better suited
to time-to-event data. For example, the use of generalized linear
models (GLM) or generalized linear mixed models (GLMM) with
binomial errors has been proposed (Gianinetti 2020; Hay et al.
2014), which is appropriate for studying the germination/emer-
gence at a given time point (e.g., the final germinated/emerged pro-
portion), but it is not suitable for analyzing the time course of
events, because the distribution of counts across the inspection
intervals is not binomial, but is intrinsically multinomial
(McCullagh and Nelder 1998: 164–184). Nonetheless, the use of
multinomial models with censored data, although possible, may
be inefficient, as it does not recognize that the underlying classifi-
cation variable (time) is continuous (Onofri et al. 2019).
Furthermore, multinomial models cannot be used when the time
intervals overlap.

Recently, the use of “survival analysis” for time-to-event data
has been suggested, more or less explicitly, in agricultural literature
(Hay et al. 2014; Humplik et al. 2020; Manso et al. 2013; McNair
et al. 2012; Onofri et al. 2011, 2018; Ritz et al. 2010; Romano and
Stevanato 2020; Scott et al. 1984). In principle, this is a sound sug-
gestion, but in practice, the framework of survival analysis has been
developed to address very different needs and does not appear to be
immediately transferable to the specific needs of, for example, seed
germination/emergence, as outlined below:

1. The term “survival analysis” makes little sense in, for exam-
ple, germination and emergence studies, because we are not
dealing with a survival process.

2. Survival models consider the cumulative probability of
avoiding the event (death), which is a decreasing function
of time (e.g., see Romano and Stevanato 2020). This is rather
counterintuitive in agriculture, where we are mainly inter-
ested in the cumulative probability of observing the event,
which is an increasing function of time (see Figure 1).

3. In survival analysis, it is most often assumed that all individ-
uals will experience the event at some future time, while in
agriculture, we know that, very often, some individuals will
not experience the event, for example, seeds do not germi-
nate due to dormancy or some plants may not reach flower-
ing stage because of predation or natural death. Although the
so-called cure model has been proposed in the medical sci-
ences to account for the fraction that will not experience the
death event following a certain disease (Lambert et al. 2007),
this modeling approach is not always included in most wide-
spread computer software for survival analysis.

4. The concept of hazard rate is central to survival analysis and
forms the basis of several modeling approaches, for example,
for semiparametric and random effects (frailty) models.
Although such a concept has already been introduced in
agriculture (Ritz et al. 2010), its real usefulness has yet to
be elucidated.

5. The methods used in survival analysis are not necessarily
correct in agriculture. For example, the Kaplan-Meyer
estimators, the log-rank test, and Cox regression, in their
most widespread formulations, are not tailored to deal with
interval censoring (Kleinbaum and Klein 2005), and there-
fore, their usage with time-to-event data in agriculture
may not necessarily be warranted.

In the wake of the earlier criticism against the traditional methods
of data analysis for time-to-event assays, several relatively new
techniques have been proposed, but the information on these
new methods is still scattered, and no clear and consistent guide-
lines exist for their implementation. This lack of coherence is likely
to confuse scientists and practitioners in selecting the most appro-
priate method, cast doubt on the reliability of results, and reduce
the efficiency of communication, while making cross-study com-
parisons a challenging task.

To fill such gaps, we provide here a coherent framework and pro-
tocol for the analyses of time-to-event data in weed and plant sci-
ence. To this end, we (1) preliminarily reviewed the unique
aspects of time-to-event experiments in agriculture; (2) defined a
step-by-step procedure for data analysis; (3) reviewed the existing
literature and selected a body of suitable methods to accomplish this
procedure; and (4) implemented those methods in a new software
facility, that is, an R package. In this article, we demonstrate the
whole framework by giving several “real-life” examples, mainly
referring to germination and emergence assays, which are the most
widespread types of time-to-event assays in agriculture.
Nonetheless, the techniques we propose will also be useful for other
time-to-event data and, in general, for all types of censored data. For
the sake of readability, we will refrain from giving much statistical
detail and will refer readers to the available literature for such detail.

Data Analyses: Preliminary Issues

Aims of Time-to-Event Studies

The main aims of time-to-event studies are to estimate and com-
pare the time to an event of interest for a group of individuals (e.g.,
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seeds or seedlings) that might have been submitted to different
environmental conditions, experimental treatments, or agronomic
practices. Apart from the time to event for each individual, other
population-based information is also sought, such as the average
speed, the variability (or uniformity) across individuals, the preva-
lence (proportion of individuals that experience the event within a
certain time), or the incidence (the number of individuals that
experience the event in a certain time instant, relative to the total
number of individuals that have already experienced the event
before that instant).

In this review, we will focus on the most appropriate techniques
to achieve these aims, implying that there is the fundamental inter-
est in the whole time course of events. However, we will not con-
sider studies that have simply assessed the proportion of
individuals (e.g., seeds or seedlings) that experienced the event
at some specific time point (e.g., total germination/emergence at
the end of an assay); these studies are usually based on a single
inspection date and, according to the abovementioned definition,
cannot to be regarded as time-to-event studies.

Experimental Design

The observational units for time-to-event experiments can be
seeds, seedlings, or plants at a specific developmental stage.
These units are inspected several times, until they commit to the
event and, subsequently, are removed from the study or no longer
followed.

A unique feature of most experiments in agriculture is that the
observational units can be grouped within randomization units,
such as petri dishes, containers, boxes, or field plots, to which
the experimental treatments are allocated. Therefore, those ran-
domization units represent the true replicates, which are repeat-
edly inspected over time (repeated-measures design).

The allocation of treatments to the randomization units can be
performed according to several types of experimental designs. Very
frequently, the design is simple: for example, we may have inde-
pendently treated 24 petri dishes with three replicates of eight
increasing concentrations of polyethylene glycol (PEG) and then
distributed these dishes randomly between the shelves of a growth
chamber. In other cases, we may consider each shelf within a
chamber as a different block, so that the experimental design is
in randomized complete blocks.

More complex designs are also possible. For example, a germi-
nation assay may be designed by using two chambers set at two
different temperatures and seven petri dishes per chamber, with
seven different water potential levels. If the assay is repeated four
times, the experiment includes the following blocking factors: the
two replicated runs (as blocks), the two chambers in each run (as
plots, to which temperatures are randomly allocated), and the
seven petri dishes in each chamber (as subplots, to which water
potential levels are randomly allocated), so that the result is a
split-plot design.

Complex designs are also common with experiments aimed at
assessing the time to flowering or other relatively late phenological

Figure 1. Parametric time-to-event curve for a germination assay with alfalfa (Example 1). Symbols show the observed data, and the solid line represents the maximum like-
lihood fit, according to a Weibull cumulative distribution function (CDF).
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stages, which are usually conducted in the field; multi-tier experi-
ments (Brien and Bailey 2006) may also be common, for example,
with seedbank experiments, in which seed or other material is col-
lected in the field during an experiment and later submitted to fur-
ther treatments in the lab and assayed.

It is worth emphasizing that the experimental design should be
appropriately considered in the data analysis, as the observations
may come in groups, so that the independence of residuals is no
longer valid, which may invalidate inferences based on methods
that make such an assumption.

Data Structures

As mentioned earlier, the observed data are the counts of individ-
uals that have experienced the event before the inspection time. For
each count, we need to record at least two values: the date at which
the count was made (usually as days after the beginning of the
assay) and the previous inspection date, which marks the begin-
ning of the interval during which the event(s) must have happened.
Other variables also may need to be recorded for each count, such
as the experimental treatment and the randomization unit (e.g., the
dish/pot/plot).

To record this time-to-event data, one may adhere to the prin-
ciples of “tidy data” (Wickham and Grolemund 2016), that is: (1)
each variable forms a column, (2) each observation forms a row,
and (3) each type of observational units forms a table. For time-
to-event assays, it is appropriate to use each count to form a
row and the columns to store the information about each count
(long grouped format). Table 1 shows a simple example of long
grouped data, relating to a germination assay with periodical
inspections on a sample of 20 seeds. For right-censored observa-
tions, in which the end of the interval is unknown, either “infinity”
or “not available” may be used (“Inf” or “NA,” in the R language,
respectively).

Variations to this basic scheme are possible. In survival analysis,
the usual data structure is slightly different, in that each individual
patient forms a row, and the interval limits for each patient (“Start”
and “End” in Table 1) are stored in two columns, while the column
of counts is no longer necessary (long ungrouped format). This is
the basic data structure for survival analysis, and it could also be
used for time-to-event data in agriculture.

A third scheme is often used for data entry in, for example, ger-
mination assays, in which each petri dish forms a row, and each
interval forms a column (wide grouped format; Table 2). This stor-
age schememay be convenient for swift calculations with a spread-
sheet (e.g., to calculate the mean germination time), but it should
be avoided, as it does not adhere to the principles of tidy data, and it
is only feasible when the monitoring schedule is homogeneous for
all the rows.

Considering these points, for the definition of our proposed
framework, we will assume that the data are prepared according
to one of the long formats given, while data in other formats are
to be transformed into a long format before analyses.

Definition of a Data Analysis Framework

For analysis of all types of time-to-event data, we suggest the fol-
lowing step-by-step procedure: (1) fit amodel to describe the whole
time course of events; (2) compare the time course of events across
experimental treatments; (3) if necessary, derive information from
the fitted model to better focus on some biological traits of interest;
and (4) submit the derived information to other types of statistical

analyses (second-step analyses). Conceptually, such an approach is
not new; it has been commonly used in ecotoxicology for biological
assays (Ritz 2010), and it has been put forward also for germination
assays (Ritz et al. 2019). However, we emphasize that the procedure
must be accomplished by using methods that comply with the spe-
cific requirements of time-to-event assays. In particular, the
selected methods should adhere to the following mandatory
requirements:

1. capability of accounting for interval censoring, which is a
very common trait of time-to-event data in agriculture;

2. capability of accounting for a final fraction of individuals that
are not going to experience the event (“cured” fraction);

3. high degree of flexibility to describe the time course of events
in all possible experimental settings, without making unreal-
istic assumptions; and

4. capability of accounting for the experimental design, particu-
larly for field experiments.

We will describe the selected methods in the following sections.
However, we note that a framework can only be useful if it is made
readily available in a user-friendly freeware software. In this
respect, we implemented our method as package in the R statistical
environment (R Core Team 2021), due to its freeware/open-source
nature and the possibility of building publicly available add-on
packages. Our package was built upon the backbone of the DRC

package, which represents themost notable effort in creating a uni-
fied framework for dose–response curve analysis in agriculture
(Ritz et al. 2019). The package already includes some relevant
time-to-event methods (Ritz et al. 2013) and has become very
widespread among agricultural scientists, so that many people
are familiar with its syntax. We worked to enhance the function-
alities of DRC in two directions: (1) increase the number of available
time-to-event methods and (2) optimize the whole structure and
terminology for time-to-event studies.

This work resulted in the DRCTE add-on package, which derives
from and depends on the DRC package, using the same syntax and
approaches. Relevant time-to-event functions of DRC were
imported into DRCTE, following some adjustments to comply with

Table 1. Example of long grouped structure for a germination assay.a

Petri dish Start End Counts

1 0 1 1
1 2 3 5
1 3 4 2
1 4 Inf 4
2 0 1 2
2 2 3 3
2 3 4 6
2 4 Inf 9

a“End” represents the moment when the inspection was made (e.g., as days from the
beginning of the assay), “Start” represents the moment of the previous inspection, “Counts”
represents the number of seeds that germinated within the interval from Start to End. Inf:
infinity.

Table 2. Example of wide grouped structure for the data set in Table 1.a

Petri dish 1 3 4 Inf

1 1 5 2 4
2 2 3 6 9

aThe numeric column names represent the moments when the inspections were made, while
the final column represents the final count of ungerminated seeds. Inf: infinity.
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the conceptual and methodological peculiarities of time-to-event
experiments. Furthermore, we borrowed several useful functions
from the BINNEDNP (Barreiro-Ures et al. 2019), SURVIVAL

(Therneau 2021), and INTERVAL (Fay and Shaw 2010) packages
and reimplemented these functions to make their syntax similar
to that used in the DRC package. Eventually, we included all these
reworked functions in the DRCTE package.

The DRCTE package is publicly available on GitHub (Onofri
2021), while the code to run all the examples in this paper is pro-
vided as Supplementary Material.

Methods and Examples

Describing the Time Course of Events

The individual times to event may be highly variable within a pop-
ulation, and we can describe such variability by using a cumulative
distribution function (CDF), which depicts the probability P that
the time-to-event T is equal to or lower than any given time:

G tð Þ ¼ P T � tð Þ [1]

where G(t) corresponds to the proportion of individuals that
experienced the event until time t; within the framework of survival
analyses, G tð Þ is referred to as the “time-to-event curve” and,
analogously, for germination/emergence assays, we may call it
“time-to-germination/emergence curve.”

Relating to the shape of the time-to-event curve G tð Þ, we dis-
tinguish: (1) parametric and (2) nonparametric models; the selec-
tion between the two is mainly based on the assumptions we are
willing to make about the observed data.

Parametric Time-to-Event Models

In many cases, we can reasonably assume that the time-to-event
curve within a population can be described by a parametric model
F, based on a few meaningful parameters:

G tð Þ ¼ d F t; e; bð Þ [2]

where e is the location parameter, b is the shape parameter, and d
represents themaximum fraction of individuals that experience the
event (0<d � 1), so that 1 – d is the so-called cured fraction that
has not experienced the event by the end of experiment (e.g.,
ungerminated seeds). The term F represents any valid CDF, such
as lognormal, log-logistic, or Weibull.

To fit the time-to-event curve and fully respect the nature of
time-to-event data, we use Equation 2 to build a likelihood, based
on the observed counts and related intervals (see, e.g., Onofri et al.
2011); the likelihood function is then maximized to estimate the
value of d, b, and e (maximum likelihood estimation [MLE]). As
an example, a time-to-event model referring to the data in
Table 1 would be specified in R language as:

Counts � Startþ End

We see that the fitting process uses the observed counts with no
need of any preliminary transformation. Furthermore, for each
count, we consider the whole uncertainty interval during which
the event(s) must have taken place. In other words, we are using
just as much information as is contained in the data, which results
in more reliable estimates of parameters and related variances
(Onofri et al. 2014; Ritz et al 2013).

In our framework, parametric time-to-event models can be fit
using the drmte() function in the DRCTE package, which works sim-
ilarly to the drm() function in the DRC package. Assuming that the
data (the variables: ‘count’, ‘start’, and ‘end’) are stored in a ‘data
frame’ named ‘dataset’ in one of the long formats, the R codes to fit
a time-to-event model follow:

mod < � drmteðcount � startþ end; data ¼ dataset;

fct ¼ selectedCDFðÞÞ

where the argument ‘fct’ can be assigned to one of the available R
functions (Ritz 2010), such as: LL.3()/LL.2() (log-logistic CDF),
LN.3()/LN.2() (log-normal CDF), W1.3/W1.2 (Weibull type 1
CDF), and W2.3/W2.2 (Weibull type 2 CDF), as provided in
DRC. We also provide the loglogistic(), lognormal(), weibull1(),
and weibull2() functions, where the sign of the shape parameter
b is reversed and constrained to be positive for increasing curves,
which is conceptually more appropriate to CDFs. Those who are
experienced with the drm() function will note that the ‘type =
“event”’ argument used in drm() is not necessary in drmte(), as this
latter function is specifically designed for time-to-event methods.

Example 1

The germination of alfalfa (Medicago sativa L.) was tested at 3 C, by
using three replicated petri dishes with 100 seeds each. Germinated
seeds were periodically counted and removed from the dishes dur-
ing a period of 34 d (A Onofri and P Benincasa, unpublished data).
A parametric time-to-event model (Weibull CDF, type 1) was fit to
the observed counts of germinated seeds; the equation is:

G tð Þ ¼ d exp �exp �b log tð Þ � log eð Þ½ �f gf g [3]

where e is the abscissa of the inflection point (location param-
eter), b is the slope at inflection point, and d is the maximum pro-
portion of germinated seeds (upper asymptote). The maximum-
likelihood estimates of model parameters were b= 8.20, d = 0.89,
and e = 7.88 d (we will discuss SEs later); the time-to-event curve
is shown in Figure 1.

Nonparametric Time-to-Event Models

Parametric models make some stringent assumptions on the shape
of the time-to-event curve that may not be realistic in some cases.
For instance, in emergence studies, events may come in successive
flushes, perhaps, due to the existence of several subpopulations
with different dormancy cycles. Therefore, the time course of
emergences assumes the form of a staircase, which cannot be
described properly through parametric models. In other instances,
there might be a uniform and abrupt flux of events in a very short
time or, conversely, events might be very few and sporadic, so that
the iterative estimation process does not converge to reasonable
estimates.

In all these (and other) situations, we may prefer (or be forced)
to fit a time-to-event model that makes fewer a priori assumptions
on the shape of the time-to-event curve, accommodating also
unusual (stepwise) shapes, as dictated by the observed data. The
most widespread solution in survival analysis for interval-censored
data is to use an expectation-maximization algorithm to find the
nonparametric maximum likelihood estimator (NPMLE) of the
time-to-event curve (Fay and Shaw 2010); we suggest that this
same approach to be used for time-to-event data in agriculture.
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The NPMLE is based on a set ofm unique and non-overlapping
time intervals (Turnbull’s intervals; Fay and Shaw 2010), denoted
by the Ij ¼ lj; rj

� �
, where j varies from 1 to m with l and r repre-

senting, respectively, the left and right interval margins. Each time
interval is associated to a probability mass value
wj ¼ P lj <t � rj

� �
corresponding to the probability that the

events happen in the jth interval. The determination of Turnbull’s
intervals and relatedmasses is obvious with non-overlapping inter-
vals, while it requires iterative calculations when intervals overlap.
The resulting time-to-event curve has a staircase shape and is univ-
ocally defined by the Turnbull’s intervals and relatedmasses, which
can be conceptually regarded as model parameters:

GðtÞ ¼
0; if t ¼ l1Pwj; if t ¼ rj;with 2 � j � m� 1
1; if t ¼ rm

8<
: [4]

The important characteristic of such a nonparametric approach
is that the time-to-event curve is only defined at the end of each
interval, while it is undefined elsewhere; therefore, it is often rep-
resented by a shaded area (Figure 2). As will be shown, in some
instances, it may be convenient to assume that the events are evenly
scattered within each interval, which appears to be a biologically
reasonable assumption (Fay and Shaw 2010).

Nonparametric time-to-event models can be fit in DRCTE by
simply setting ‘fct = NPMLE()’ in the drmte() function.

Example 2

A pot assay was performed to evaluate the time to emergence for 50
seeds of prickly lettuce (Lactuca serriola L.) Emerged seedlings
were counted and removed every second day from the beginning
of the assay, for 32 d. The assay was repeated with a slightly differ-
ent monitoring schedule, that is, the number of emerged seedlings
was counted 1 d after the beginning of the assay and, afterward,
every second day for 33 d (AO, unpublished data).

The observed pattern of emergence indicates two distinct
flushes around the 4th and the 24th day after the beginning of
the assay. Therefore, we fit an NPMLE of the time-to-event curve;
the results show that the overlapping intervals were merged into
one set of Turnbull’s intervals, and the time-to-event curve follows
closely the observed emergence pattern, with no predefined shape
(Figure 2). The gray boxes indicate our uncertainty, as we do not
know the exact moments that the germination took place within
each interval.

This nonparametric approach is very flexible and can be used to
describe any time-to-event curve shapes. However, in some
instances, such as making a prediction, we might be reluctant to
accept a “broken-stick”model to describe a continuous phenome-
non and prefer a smooth curve. Another nonparametric option
was proposed by Barreiro-Ures et al. (2019), which uses a kernel
density estimator (KDE) to provide a smooth CDF with no prede-
fined shape:

G tð Þ ¼
Xm
j¼1

wjK
t � Ij
h

� �
[5]

where Ij ¼ lj þ rj
� �

=2 is the center of each interval, K is a gaussian
kernel function, and h is the so-called bandwidth, that is, the
parameter controlling the amount of smoothing, or how closely
the CDF should follow the observed data. The selection of the

bandwidth is crucial: a small bandwidth value will give to a very
close fit, but the resulting shape may be highly unrealistic (overfit-
ting). Alternatively, a large bandwidth will result in a poor fit
(underfitting). To optimize the selection of the bandwidth, Bar-
reiro-Ures et al. (2019) proposed the asymptotic mean integrated
squared error (AMISE) and the bootstrap method: both methods
have been implemented in the DRCTE package, although the first
one is less computer intensive and is used as the default method.

KDEs can be fit with ‘drcte()’ by setting ‘fct = KDE()’ for
AMISE method or ‘fct = KDE(bw = “boot”)’ for the bootstrap
method in the abovementioned R code. For Example 2, the
AMISE bandwidth was equal to 1.767, while the bootstrap band-
width was 0.9031; both the estimated curves appear to provide bet-
ter fits to the observed data than a parametric (log-logistic) curve
(Figure 3).

It should be noted that there is no particular preference between
parametric and nonparametric methods in our framework, and the
selection is left to the user, according to the aims of the experiment.
In general, parametric methods are well suited to make inferences
about underlying biological mechanisms of the process, while non-
parametric methods may give the best fit to the observed data (Cao
et al. 2013; Gonzalez-Andujar et al. 2016) and might be preferred
for some emergence studies or, more generally, whenever the time
course of events cannot be adequately described by a parametric
time-to-event model.

Modeling the Effect of Experimental Factors

The effect of treatment factors can be accounted for by coding a
different time-to-event curve for each factor level. We may be
interested in testing whether, overall, those curves are not signifi-
cantly different from one another, which would imply that there is
no treatment effect. Statistical tests of significance are based on the
selection of an appropriate test statistic and depend on the model
type (parametric, NPMLE, or KDE). Based on our experience and
the literature, we suggest, at least as the default choice, a likelihood
ratio statistic for parametric models (Bolker 2008), a Wilcoxon-
type statistic for NPMLEs (Gomez et al. 2009), and a Cramér-
von Mises–type distance statistic for KDEs (Barreiro-Ures et al.
2019). It is beyond the scope of this paper to give details about these
methods: the three statistics are conceptually very different, but
they share the property that they are close to 0 when the time-
to-event curves are very similar across the treatment levels.
Conversely, the values of these statistics progressively increase as
the difference between the curves increases.

Example 3

A germination assay was performed to compare three species
belonging to the Verbascum genus (data are taken from Catara
et al. 2016). For each species, four replicated petri dishes with
25 seeds were inspected daily for 15 d and the germinated seeds
were counted and removed at each inspection date. For the sake
of this exercise, we used this data set to fit an NPMLE of the
time-to-event curve, although a parametric time-to-event model
would be appropriate as well.

The time-to-event curves were rather different from one
another (Figure 4) and the sums of the Wilcoxon scores for the
three groups are, respectively, −58.3 for in Verbascum arcturus
L., 7.95 for moth mullein (Verbascum blattaria L.), and 50.36
for Cretan mullein (Verbascum creticum Cav.), confirming that
the germination of the first species was, on average, the slowest
(lowest score sum), while the germination of the third species
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was the fastest (largest score sum). The overall Wilcoxon score is
equal to 58.99, which is a rather high value, supporting the idea that
the time-to-event curves are different from one another.

In order to calculate a P-value for the null hypothesis that the
three curves are not significantly different, we suggest a permuta-
tion approach. The basic idea is that, if the null hypothesis is true,
the labels for the groups can be freely permuted among observa-
tions. Accordingly, we will:

1. randomly permute the labels for the groups across seeds, in
order to obtain a new set of observations for each group,
while keeping the same size as the original groups;

2. calculate the statistic of interest (in this example the
Wilcoxon statistics);

3. repeat this process a large number of times (e.g., 999), so that we
can build a permutation distribution for the statistics of interest;

4. compare the observed value of statistics (in this case, 58.99)
against the permutation distribution and calculate the pro-
portion of values that are as large as or larger than the
observed value. This proportion can be regarded as the
P-value for the null hypothesis.

The above process seems intuitive, but there is one issue that we
should take into consideration, that is, the observations (the seeds,
in this example) are usually clustered within randomization units
(the petri dishes, in this example) and, therefore, permuting the
labels for the individual observations belonging to the same petri

dish is meaningless, as it ignores the original experimental design.
It is, thus, more appropriate to permute the group labels across ran-
domization units and not across observations. In this example
(Example 3), there are 12 dishes, to which we can randomly allo-
cate the 12 group labels to create new permutation samples
(Winkler et al. 2015). The resulting P-value is 0.005; accordingly,
the null hypothesis is rejected, and we can conclude that the time
courses of germination differ significantly among species.

Dealing with treatment factors, the drmte() function in the
DRCTE package behaves very much the same as the drm function
in the DRC package; the argument ‘curveid’ is used to specify the
treatment variable. The compCDF() function can be used to com-
pare the different time-to-event curves across treatment levels. The
most appropriate statistic is automatically selected, depending on
the fitted model, although the user can override the default choice,
if necessary. A P-level is calculated by using the permutation
approach, and if a variable coding for randomization units is pro-
vided by way of the ‘units’ argument, group labels are permuted
across groups and not across individuals.

Modeling the Effects of Quantitative Variables

The progress to relevant events in plant/animal life is usually
affected by several environmental covariates (e.g., water, temper-
ature, oxygen availability, and other continuous variables), which
we might want to incorporate in the time-to-event function. For
example, the effects of water availability and temperature on seed

Figure 2. Nonparametric time-to-event curve (nonparametric maximum likelihood estimator [NPMLE]) for a seedling emergence assay with two marked emergence flushes
(Example 2). Symbols show the NPMLE for the time to event at the end of Turnbull’s intervals, while the gray areas represent the uncertainty due to censoring.
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germination/emergence have been described by using the so-called
hydrotime, thermal time, and hydrothermal time models
(Bradford 1995, 2002).

All such models can be easily cast as parametric time-to-event
models by defining a CDF for germination time. This CDF should
have the following characteristics: (1) it should contain the external
covariates together with time as the predictors; (2) it should be
defined for time values between 0 and infinity; and (3) the response
G should be bound between 0 and 1. Hydro-(thermal)-time-to-
event models were proposed in Onofri et al. (2018), with their
respective instructions to implement them in R. Other models
had been previously proposed by Mesgaran et al. (2013, 2017)
as nonlinear regression models, which nonetheless depict the
cumulative proportion of germination times within the popula-
tion, and therefore, they can be easily cast into the time-to-event
platform.

The DRCTE package includes functions to fit most of the hydro-
thermal timemodels proposed insofar. Thesemodels can be passed
through the ‘fct’ argument, while the names of the data columns
corresponding to these covariates need to be added to the model
definition after the names of the columns coding for the time inter-
val margins.

Example 4

Here we examine a germination assay with rapeseed (Brassica
napus L. var. oleifera ‘Excalibur’) that tested the effects of 13 water

potentials (−0.03, −0.15, −0.3, −0.4, −0.5, −0.6, −0.7, −0.8, −0.9,
−1, −1.1, −1.2, −1.5 MPa) created by using a polyethylene glycol
solution (PEG 6000). For each water potential level, three repli-
cated petri dishes with 50 seeds were incubated at 20 C, and ger-
minated seeds were counted and removed every 2 to 3 d for 14 d
(Pace et al. 2012).

For this data set, we fit the following hydrotime model (adopted
from Mesgaran et al. [2013] and slightly reparametrized):

G t;Cð Þ ¼ 1

1þ exp
log C��H

t þδ½ ��log Cb 50ð Þþδð Þ
σ

� � [6]

In Equation 6, the predictors are t (time, day) and C (water
potential, MPa), and the parameters to be estimated are the hydro-
time constant �H , the median base water potential Cb 50ð Þ, the
threshold parameter δ (Mesgaran et al. 2017), and the scale param-
eter σ.

This function can be seen as the CDF of event times within the
population and hence can be fit within the time-to-event frame-
work by using the observed counts of germinated seeds as the
response and the corresponding time interval extremes as the pre-
dictors (the two variables ‘timeBef’ and ‘timeAf’), together with
water potential in the substrate. We used the drmte function in
the DRCTE package, together with the HTLL() function, which cor-
responds to Equation 6. The code to fit the model is given in the

Figure 3. Nonparametric time-to-event curves (kernel density estimator [KDE]) for the same assay as in Figure 2 (Example 2). Symbols show the observed data, the solid line
shows the KDE for the cumulative probability with bandwidth = 1.767 (AMISE method), while the segmented line shows the KDE with a bandwidth of 0.9031 (bootstrap method).
The dotted line shows a log-logistic (parametric) fit.

266 Onofri et al.: Framework for time-to-event data

Downloaded From: https://bioone.org/journals/Weed-Science on 28 Mar 2024
Terms of Use: https://bioone.org/terms-of-use



SupplementaryMaterial and parameter estimates were: �H = 0.677
MPa d, Cb 50ð Þ = −0.948 MPa, δ= 1.137 MPa, and σ= 0.372. The
observed data and fitted values are shown in Figure 5. It is worth
noting that the time-to-event curve is a function of a continuous
environmental variable (water potential), and predictions can be
also obtained for water potential levels that were not included in
the original experiment.

Extracting Information from a Time-to-Event Curve

Determining the whole time-to-event curve gives us a full and
unambiguous description of the progress to germination, emer-
gence, or other relevant events, and for this reason, we suggest that
this is the first step of data analysis for all types of time-to-event
assays. We have also shown that time-to-event curves can be com-
pared to assess whether the overall time course of events is affected
by the experimental treatments.

If necessary, the time-to-event curves can be also used to derive
further information to better focus on some specific traits of the
biological process under investigation.

Model Parameters and SEs

For a parametric time-to-event curve, model parameters (e.g., b, d,
and e in Equation 3) are not only useful to fully specify the curve
itself, but they also imbed biological meanings, for example, to
describe the prevalence (d), the speed (e), and the uniformity

(b) of event times within the population of interest. Obviously,
these parameters should be reported together with a measure of
variability, for example, SE.

As MLE methods are used, “naive” SEs can be obtained from
the second derivative of the likelihood function, as implemented
inmost statistical software. Unfortunately, these naive SEs are only
valid when the individual observations (seeds/seedlings/plants) are
totally independent of one another. To account for the experimen-
tal design and obtain cluster-robust SEs, a possible approach is to
use the so-called sandwich estimator (Carroll et al. 1998), which
has been shown to be reliable for clustered survival data (Yu
and Peng 2008).

In the DRCTE package, as well as in several other packages in R,
parameter estimates and SEs are obtained from the model object,
by using the ‘summary()’ method. In DRCTE objects, the ‘units’
argument can be used to provide variable coding for the randomi-
zation units to derive cluster-robust SEs by way of the facilities pro-
vided in the SANDWICH package (Zeileis et al. 2020).

Example 5

In a pot emergence assay, seeds of prickly lettuce (Lactuca serriola
L.) were put in 6 replicated trays filled with soil (50 seeds per tray, at
a depth of 10 mm), and emerged seedlings were counted daily for
15 d and removed from the trays. The value of estimated param-
eters from a lognormal time-to-event model are shown in Table 3.
As shown, there is a marked difference between naive and

Figure 4. Nonparametric time-to-event curves for a germination assay with three species of the genus Verbascum (Example 3). The gray areas represent the uncertainty due to
censoring.
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sandwich SEs, in particular, for the location parameter e, which
defines the median emergence time for the emerged fraction.

Predictions

The time-to-event curve (either parametric or nonparametric) can
be used to predict the cumulative proportion of individuals that
experienced the event at any given time t. For parametric time-
to-event curves and KDEs, predictions are straightforward, as
the curve is continuous for any time level from 0 to infinity. For
NPMLEs, we need to take into account that the time-to-event
curve is not specified within each time interval, as shown in Fig-
ure 2. Thus, we have to make a reasonable assumption as to
how the cumulative probability of events will increase within

the time from the left to the right of interval margin. A reasonable
choice is to assume that the probability increases progressively
within each interval (“interpolation” method; Figure 2); however,
it is also very common in literature to assume that the probability
increases abruptly either at the beginning of the interval (“left-side”
prediction method) or at the middle of the interval (“midpoint”
predictionmethod; see Therneau 2021) or at the end of the interval
(“right-side” prediction method).

As a convention, predictions need to be reported with a mea-
sure of variability. For parametric models, SEs for predictions
can be derived by the delta method (Efron 1981), along with a clus-
ter-robust sandwich estimator for the variance–covariance matrix
(Zeileis et al. 2020), if this is required by the experimental design.
For nonparametric models, we recommend the bootstrap method,

Figure 5. Hydro-time-to-event model (Mesgaran et al. 2013) fit to a germination assay with rapeseed (Brassica napus L. var. oleifera ‘Excalibur’), at different water potential levels
(MPa) in the substrate (Example 4). Symbols show the observed data, and dotted lines show the fitted values.

268 Onofri et al.: Framework for time-to-event data

Downloaded From: https://bioone.org/journals/Weed-Science on 28 Mar 2024
Terms of Use: https://bioone.org/terms-of-use



and the possible constraints to randomization imposed by the
experimental design can be accounted for by resampling randomi-
zation units rather than individuals (Goldstein 1999).

In the DRCTE package, predictions are obtained from the model
object by using the ‘predict()’ method and by providing a set of
times when predictions need to be obtained. Similar to the ‘sum-
mary()’method, the ‘units’ argument can be used to provide a var-
iable coding for the randomization units, which is used to derive
cluster robust SEs, according to the type of fitted model. For
NPMLEs, the ‘type’ argument can be used to select the prediction
method (interpolation is the default choice).

Example 3 Continued

For the data set on the three species of the genusVerbascum, it may
be relevant to ask what cumulative proportion of emergence can be
expected on the 5th and 10th days. The predictions are easily
obtained in the DRCTE package, along with cluster-robust SEs,
using the codes reported in the Supplementary Material (Table 4).

Quantiles

Very often, we are also interested in some specific percentiles from
the estimated distribution of event times, that is, the times taken to
reach a certain proportion of individuals with the event. In seed
germination assays, these percentiles are usually defined as, for
example,T10 (time to 10% germination), T30 (time to 30% germi-
nation), T50 (time to 50% germination), and so on. The reciprocals
of these quantities (1/Tx, with x being the germination percentage)
are also of interest and are often referred to as the germination rates
(e.g., GR10, GR30, and GR50), and they represent the daily progress
to germination and provide an intelligible measure of “speed.”

The concept of quantiles for time-to-event studies is closely
related to the concept of effective doses (ED) in dose–response
assays, although we discourage the use of this term for time-to-
event studies, as the main predictor is not, in strict terms, a dose,
but rather time. As a general suggestion for time-to-event assays,
quantiles should be calculated for the whole sample, and they
should not be restricted to the fraction of individuals that have
experienced the event, especially when the purpose is tomake com-
parisons across treatment groups (Bradford 2002; Keshtkar
et al. 2021).

In order to calculate quantiles in DRCTE, we have included the
ED() function for compatibility with the DRC package, although we
recommend the use of the ‘quantile()’method, which is specifically
tailored to deal with statistical distributions. Quantiles can be cal-
culated considering the whole population of individuals (default
choice) or they can be restricted to the fraction of individuals with
the event (use the ‘restricted = T’ argument), although this second
choice (corresponding to ‘type = “relative”’ in DRC) is discouraged.
Quantiles can also be calculated for rates, by using the ‘rate = T’
argument. In all cases, SEs are calculated according to the same
techniques as discussed before for predictions, and the ‘units’ argu-
ment can also be used to account for the experimental design.

Example 3 Continued

Here we compare the three Verbascum species in terms of the ger-
mination rates for the 10th and 50th percentiles. Bootstrap estima-
tors with cluster-robust SEs are reported in Table 5.

Discussion

Time-to-event data are very common in agriculture, but they have
been very rarely recognized as such, in contrast to the medical sci-
ences, where their evaluation has almost become a standard pro-
cedure. Consequently, no unified framework for data analyses has
been established or proposed to date. The framework of survival
analysis does not appear to be immediately transferable to agricul-
ture, due to differences in terms of aims, terminology, and experi-
mental approaches. A brief survey of literature shows that, with
time-to-event data, agricultural scientists have used or proposed a
lot of different methods that are not always correct and/or efficient.

In this article, we have proposed a unified framework that con-
sists of both a procedure and the software facilities to accomplish
the challenging task of analyzing time-to-event data. The pro-
cedure is based on time-to-event curve fitting, which is the best
method to unambiguously describe and compare the whole time
course of events. The proposed methodology is not new, and it
has been implemented in ecotoxicology with dose–response stud-
ies. However, it is necessary to reinforce the idea that the statistical
approaches and terminology for time-to-event studies need to be
different from those used in ecotoxicological dose–response stud-
ies, in order to comply with the typical traits of the observed data
(e.g., censoring). Furthermore, time-to-event data may need the
use of additional and specific methods that are not commonly used
with other types of experimental data in agriculture.

The adoption of a unified framework for data analyses, at least
as the starting point, should improve communication among sci-
entists and practitioners and favor the exchange of results and
ideas. In this respect, the framework we provide is based on a
few selected methods that have been available for several years
and have already proven reliable not only in medicine, but also
in agriculture or other contexts. The innovation provided by our
DRCTE package is that all those methods were placed together in
the same “container,” using a consistent syntax and data structure.

The results obtained from our framework can also be seen as the
starting point for other analyses (second-step analyses). For exam-
ple, the GR values (or model parameters) obtained in the first step
can be used as the response variables to fit ANOVA or linear/non-
linear regression models or they can be used for the application of
principal component analyses or other multivariate methods. In
this second step, wherever possible, it would be important not
to discard relevant information from the first step, such as SEs
(Jensen et al. 2017; Ritz et al. 2019), which are needed when

Table 3. Estimates for model parameters relating to a lognormal time-to-event
model, for an assay with Lactuca serriola (Example 5).

Parameter Estimate Naive SE Sandwich SE

b 4.088 0.199 0.301
d 0.837 0.021 0.019
e 4.161 0.067 0.252

Table 4. Prediction for the cumulative proportion of germinated seeds from the
data of Example 3 (Figure 4). Cluster robust bootstrap SEs are given.

Verbascum species Time Prediction SEs

day
V. arcturus 5 0.00 0.0000000
V. arcturus 10 0.05 0.0315233
V. blattaria 5 0.73 0.0559562
V. blattaria 10 0.84 0.0405031
V. creticum 5 0.97 0.0237803
V. creticum 10 0.97 0.0237803
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adopting a meta-analytic technique using R packages such as
METAFOR (Viechtbauer 2010); the preceding references contain
several interesting examples.

Obviously, we do not claim that our framework is flawless and
gives totally unambiguous results in all settings. On the contrary,
there are several limitations that should be addressed in future
work. For example, we concentrated only on a few indicators of
seed germination velocity/capability/uniformity, but the useful-
ness of other indices might be considered in future work (e.g.,
the indices proposed in Cao et al. 2011).

Another limitation is that the tests for comparing nonparamet-
ric time-to-event curves have seldom been used in agriculture, and
future work should help elucidate which test is advisable in which
settings. In particular, it has been shown that rank tests for NPMLE
methods may fail to detect significance when two time-to-event
curves intersect each other (Gomez et al. 2009). Furthermore,
depending on the testing method, early or late differences between
time-to-event curvesmight be given different weights, whichmight
affect the resulting P-level (Fay and Shaw 2010).

Further limitations may appear with complex experimental
designs. In this article, we proposed a “marginal” approach, in which
variances are modified to comply with possible deviations with
respect to the independence assumption (in loose language: clus-
ter-robust SEs). Such an approach is relatively easy to apply when
the design structure is simple, whereas the bootstrap approach for
nonparametricmodelsmay be difficult to implementwithmultilevel
designs. In this case, we suggest that, after fitting the time-to-event
curves and deriving the necessary information, one should proceed
with the meta-analytic approach proposed by Jensen et al. (2017),
which is tailored to comply with all types of designs. An alternative
and elegant approach would be to fit a time-to-event mixed model,
which has already been proposed in the Bayesian framework (Onofri
et al. 2019). Although Bayesian methods might be potentially useful
for time-to-event experiments (Humplik et al. 2020), a strong
change in attitude toward statistical inference is required for its
adoption, which might not be easy for those less familiar with sta-
tistics. However, implementing Bayesian methods within the DRCTE
package might represent a future challenge to be considered.

Supplementary material. To view supplementary material for this article,
please visit https://doi.org/10.1017/wsc.2022.8
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